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Abstract
We characterize the existence of periodic solutions for some abstract neutral func-

tional fractional differential equations with finite delay when the underlying space is

a UMD space.

K E Y W O R D S
Operator-valued Fourier multipliers, 𝑅-boundedness, periodic vector-valued Lebesgue spaces, neutral

functional differential equations

M S C ( 2 0 1 0 )
34G10, 34K13, 35A02, 47D06

1 INTRODUCTION

It is well known that neutral functional differential equations are used to represent important physical systems. We refer to
[20,24,28] for a discussion about this aspect of the theory. Similarly, motivated by the fact that abstract neutral functional
differential equations (abbreviated, ANFDE) arise in many areas of applied mathematics, this type of equations has received
much attention in recent years ([11,21,38]). In particular, the problem of existence of solutions having a periodicity property has
been considered by several authors. On the other hand, because several important physical phenomena are modeled by abstract
fractional differential equations this type of equations have been studied extensively last time for many authors. We refer the
reader to the works [5,29,33–35] and the references listed therein for recent information on this subject. For some applications
of fractional differential equations, see [4,10,17,27].

Let 𝑋 be a Banach space. Throughout this paper 𝐴 ∶ 𝐷(𝐴) ⊆ 𝑋 → 𝑋 and 𝐵 ∶ 𝐷(𝐵) ⊆ 𝑋 → 𝑋 are closed linear operators
with 𝐷(𝐴) ⊆ 𝐷(𝐵).

The aim of this paper is to characterize existence of periodic solutions for the classes of linear abstract neutral functional
fractional differential equations described in the form

𝐷𝛼(𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟)) = 𝐴𝑥(𝑡) + 𝐿(𝑥𝑡) + 𝑓 (𝑡), 𝑡 ∈ ℝ, 𝛼 > 0, (1.1)

and

𝐷𝛼(𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟)) = 𝐴(𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟)) + 𝐿(𝑥𝑡) + 𝑓 (𝑡), 𝑡 ∈ ℝ, 𝛼 > 0. (1.2)

In these equations, 𝑟 > 0 is a fixed number, the function 𝑥𝑡 given by 𝑥𝑡(𝜃) = 𝑥(𝑡 + 𝜃) for 𝜃 in an appropriate domain, denotes
the history of the function 𝑥(⋅) at 𝑡. The delay operator 𝐿 is a bounded linear map defined on an appropriate space. Without loss
of generality, we will concentrate on the existence of 2𝜋-periodic solutions. For this reason, throughout this work we assume
that 0 < 𝑟 < 2𝜋 and that 𝑓 ∶ ℝ → 𝑋 is a locally 𝑝-integrable and 2𝜋-periodic function for 1 ≤ 𝑝 < ∞.

Next we denote by 𝕋 the group defined as the quotient ℝ∕2𝜋ℤ, and we shall identify the spaces of vector or operator-valued
functions defined on [0, 2𝜋] to their periodic extensions to ℝ. Thus, throughout this paper 𝐿𝑝(𝕋 ;𝑋), 1 ≤ 𝑝 < ∞, denotes the
space consisting of all 2𝜋-periodic Bochner measurable 𝑋-valued functions 𝑓 defined on ℝ such that the restriction of 𝑓 to

[0, 2𝜋] is 𝑝-integrable. We consider 𝐿𝑝(𝕋 ;𝑋) endowed with the norm ‖𝑓‖𝑝 = (∫ 2𝜋
0 ‖𝑓 (𝑡)‖𝑝𝑑𝑡)1∕𝑝

.
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We study Equations (1.1) and (1.2) in the framework of the so-called Liouville–Grünwald–Letnikov fractional derivative. This
concept was introduced in [19,30] and has subsequently been studied by several authors. In [19,30] the fractional derivative is
defined directly as a limit of a fractional difference quotient (see also [36]). In [9], the authors apply this approach based on
fractional differences to study fractional differentiation of periodic scalar functions. This idea has been used in [26] to extend
the definition of fractional differentiation to vector-valued functions. In the case of periodic functions this concept enables one
to set up a fractional calculus in the 𝐿𝑝 setting with the usual rules, as well as provides a connection with the classical Weyl
fractional derivative (see [36]).

In the next section we recall the basic concepts and properties to establish our results, in the Section 3 we establish our results
about the existence of periodic solutions, and finally, in the Section 4 we present an application of our results.

2 PRELIMINARIES

In this paper we use the following notations. Let 𝑌 ,𝑍 be Banach spaces. In what follows, we denote by (𝑌 ,𝑍) the Banach
space of bounded linear operators from 𝑌 into 𝑍 endowed with the norm of operators. We abbreviate this notation to (𝑌 ) in
the case 𝑌 = 𝑍. The space 𝐷(𝐴) endowed with the graph norm becomes a Banach space denoted by [𝐷(𝐴)]. It is follows from
the closed graph theorem that the inclusion [𝐷(𝐴)] → [𝐷(𝐵)] is continuous.

Let 𝛼 > 0. Given 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋) for 1 ≤ 𝑝 < ∞ the Riemann difference

Δ𝛼
𝑡
𝑓 (𝑥) ∶=

∞∑
𝑗=0

(−1)𝑗
(
𝛼
𝑗

)
𝑓 (𝑥 − 𝑡𝑗) (2.1)

(where
(
𝛼
𝑗

)
= 𝛼(𝛼−1)⋅⋅⋅(𝛼−𝑗+1)

𝑗! is the binomial coefficient) exists almost everywhere, and

‖Δ𝛼
𝑡
𝑓‖𝐿𝑝(𝕋 ;𝑋) ≤

∞∑
𝑗=0

|||||
(
𝛼
𝑗

)||||| ‖𝑓‖𝐿𝑝(𝕋 ;𝑋) (2.2)

since
∑∞

𝑗=0
|||( 𝛼𝑗 )||| < ∞ (see [9]).

The following definition is the direct extension of [9, Definition 2.1] to the vector-valued case. See also [26] for their connec-
tion with fractional differential equations.

Definition 2.1. Let 𝑋 be a complex Banach space, 𝛼 > 0 and 1 ≤ 𝑝 < ∞. If for 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋) there exists 𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋) such
that lim𝑡→0+ 𝑡

−𝛼Δ𝛼
𝑡
𝑓 = 𝑔 in the 𝐿𝑝(𝕋 ;𝑋) norm, then 𝑔 is called the 𝛼𝑡ℎ–Liouville–Grünwald–Letnikov derivative of 𝑓 in the

mean of order 𝑝.

In this text we abbreviate this terminology by 𝛼𝑡ℎ-derivative of 𝑓 and we use the notation 𝑔 = 𝐷𝛼𝑓 . Note that 𝐷𝛼 is lineal.

Example 2.2. The 𝛼𝑡ℎ-derivative of 𝑒𝑖𝑎𝑥 for any real 𝑎 is given by (𝑖𝑎)𝛼𝑒𝑖𝑎𝑥. In particular, 𝐷𝛼 sin 𝑥 = sin
(
𝑥 + 𝜋

2 𝛼
)

and
𝐷𝛼 cos 𝑥 = cos

(
𝑥 + 𝜋

2 𝛼
)
.

We also mention here a few properties, the proof of which follows the same routine as in the scalar case given in [9, Proposition
4.1]. By this reason we will omit them. We denote by Ψ𝛼 to the function given by

Ψ𝛼(𝜉) = 2
∞∑
𝑘=1

cos (𝑘𝜉 − 𝛼𝜋∕2)
𝑘𝛼

.

Moreover, for 𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋),

𝐼𝛼𝑔(𝑡) = 1
2𝜋 ∫

2𝜋

0
𝑔(𝑡 − 𝜉)Ψ𝛼(𝜉) 𝑑𝜉.

Proposition 2.3. Let 1 ≤ 𝑝 < ∞ and 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋). For 𝛼, 𝛽 > 0 the following properties hold:

(i) If 𝐷𝛼𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋), then 𝐷𝛽𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋) for all 0 < 𝛽 < 𝛼.
(ii) 𝐷𝛼𝐷𝛽𝑓 = 𝐷𝛼+𝛽𝑓 whenever one of the two sides is well defined.

(iii) If 𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋) and 𝛼 > 1, then 𝐼𝛼𝑔 is a continuous function.
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Next we recall some basic concepts of harmonic analysis necessary to obtain our results. We begin with the concept of
𝑅-boundedness.

Definition 2.4. A family of operators  = {𝑇𝑖 ∶ 𝑖 ∈ 𝐼} ⊆ (𝑌 ,𝑍) is said to be 𝑅-bounded if there exist a constant 𝐶 > 0
and 𝑝 ∈ [1,∞) such that for each finite set 𝐽 ⊆ 𝐼 , 𝑇𝑖 ∈  , 𝑦𝑖 ∈ 𝑌 and for all independent, symmetric, {−1, 1}-valued random
variables 𝜀𝑖 on a probability space (Ω,, 𝜇) the inequality

‖‖‖‖‖
∑
𝑖∈𝐽

𝜀𝑖𝑇𝑖𝑦𝑖

‖‖‖‖‖𝐿𝑝(Ω;𝑍)

≤ 𝐶
‖‖‖‖‖
∑
𝑖∈𝐽

𝜀𝑖𝑦𝑖

‖‖‖‖‖𝐿𝑝(Ω;𝑌 )

is verified. The smallest of the constant C is called 𝑅-bound of  and is denoted by 𝑅( ).

Several properties of𝑅-bounded families can be founded in the monograph of Denk–Hieber–Prüss [12, Section 3]. We remark
here that large classes of operators are 𝑅-bounded (cf. [18] and references therein).

For 𝑓 ∈ 𝐿1(𝕋 ; 𝑌 ) we denote by 𝑓 (𝑘), 𝑘 ∈ ℤ, its 𝑘-th Fourier coefficient, which is given by

𝑓 (𝑘) = 1
2𝜋 ∫

2𝜋

0
𝑒−𝑖𝑘𝑡𝑓 (𝑡) 𝑑𝑡.

In what follows we denote by 𝐻𝛼,𝑝(𝕋 ;𝑋) the space consisting of vector-valued functions 𝑢 ∈ 𝐿𝑝(𝕋 ;𝑋) for which there exists

𝑣 ∈ 𝐿𝑝(𝕋 ;𝑋) such that 𝑣̂(𝑘) = (𝑖𝑘)𝛼𝑢̂(𝑘) for all 𝑘 ∈ ℤ, where (𝑖𝑘)𝛼 = |𝑘|𝛼𝑒 𝜋𝑖𝛼

2 sgn𝑘.
Let 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋). It has been shown by Butzer and Westphal [9, Theorem 4.1] that 𝐷𝛼𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋) if and only if there

exists 𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋) such that (𝑖𝑘)𝛼𝑓 (𝑘) = 𝑔̂(𝑘), and in this case we have that 𝐷𝛼𝑓 = 𝑔. As a consequence, the characterization

𝐻𝛼,𝑝(𝕋 ;𝑋) = {𝑢 ∈ 𝐿𝑝(𝕋 ;𝑋) ∶ 𝐷𝛼𝑢 ∈ 𝐿𝑝(𝕋 ;𝑋)}

is fulfilled. Moreover, if 𝑔 = 𝐷𝛼𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋), then

𝑓 (𝑡) − 𝑓 (0) = 𝐼𝛼𝑔(𝑡), a.e.

Definition 2.5. For 1 ≤ 𝑝 < ∞, a sequence (𝑀𝑘)𝑘∈ℤ in (𝑌 ,𝑍) is said to be an 𝐿𝑝-multiplier if for each 𝑓 ∈ 𝐿𝑝(𝕋 ; 𝑌 ) there
exists 𝑢 ∈ 𝐿𝑝(𝕋 ;𝑍) such that 𝑢̂(𝑘) = 𝑀𝑘𝑓 (𝑘) for all 𝑘 ∈ ℤ.

To complete these concepts we define the UMD spaces. But, since we just will use some results from the literature, it is
enough for us to present a simple definition of UMD space. A Banach space 𝑍 is said to be UMD if the Hilbert transform is
bounded on 𝐿𝑝(ℝ;𝑍) for some (and then for all) 𝑝, with 1 < 𝑝 < ∞.

The following theorem, due to Arendt and Bu [7, Theorem 1.3], is the discrete analogue of the operator-valued version of
Mikhlin’s theorem due to Weis [37].

Theorem 2.6. Let 1 < 𝑝 < ∞. Let 𝑋, 𝑌 be 𝑈𝑀𝐷 spaces and let {𝑀𝑘}𝑘∈ℤ ⊆ (𝑋, 𝑌 ). If the families {𝑀𝑘}𝑘∈ℤ and
{𝑘(𝑀𝑘+1 −𝑀𝑘)}𝑘∈ℤ are 𝑅-bounded, then {𝑀𝑘}𝑘∈ℤ is an 𝐿𝑝-multiplier.

3 RESULTS

In this section, we assume that both, Equation (1.1) and Equation (1.2), have finite delay ℎ > 0 and that 0 < 𝑟 ≤ ℎ ≤ 2𝜋. Conse-
quently, we will assume that the delay operator 𝐿 ∶ 𝐿𝑝([−ℎ, 0];𝑋) → 𝑋 is a bounded linear map, and the function 𝑥𝑡 is defined
by 𝑥𝑡(𝜃) = 𝑥(𝑡 + 𝜃) for −ℎ ≤ 𝜃 ≤ 0.

Example 3.1. Let 𝜂 ∶ [−ℎ, 0] → (𝑋) be a strongly continuous function. Let 𝐿 ∶ 𝐿𝑝([−ℎ, 0];𝑋) → 𝑋 be the bounded linear
operator given by the Riemann–Stieltjes integral

𝐿(𝜙) = ∫
0

−ℎ
𝜂(𝜃)𝜙(𝜃) 𝑑𝜃. (3.1)

For 𝑘 ∈ ℤ, we define 𝑒𝑘(𝜃) = 𝑒𝑖𝑘𝜃 for −ℎ ≤ 𝜃 ≤ 0. Moreover, we write 𝐿𝑘𝑥 = 𝐿(𝑒𝑘𝑥) for 𝑥 ∈ 𝑋 and 𝐵𝑘 = 𝑒−𝑖𝑘𝑟𝐵. It is clear
that 𝐿𝑘 ∈ (𝑋).
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We study initially existence of periodic solutions of Equation (1.1). This equation is an extension of the equation

𝑑

𝑑𝑡
(𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟)) = 𝐴𝑥(𝑡) + 𝐿(𝑥𝑡) + 𝑓 (𝑡), 𝑡 ∈ ℝ,

which has been widely studied. To complete the remarks we made in the Introduction, we only mention here to [13] and the
references listed in this paper for information on recent results on the existence of solutions of the above equation having a
periodicity property.

For 𝑘 ∈ ℤ, we consider the operator

Δ𝑘 = (𝑖𝑘)𝛼𝐼 − (𝑖𝑘)𝛼𝐵𝑘 − 𝐿𝑘 − 𝐴

defined on [𝐷(𝐴)], with (𝑖𝑘)𝛼 = |𝑘|𝛼𝑒 𝜋𝑖𝛼

2 sgn(𝑘).
We call spectrum of Equation (1.1) to the set

𝜎ℤ(Δ) =
{
𝑘 ∈ ℤ ∶ Δ𝑘 has no continuous inverse

}
.

Next we define the notion of strong solution of the fractional neutral differential Equation (1.1) with delay.

Definition 3.2. Let 1 ≤ 𝑝 < ∞ and let 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋). A function 𝑥(⋅) is called a strong 𝐿𝑝-solution of Equation (1.1) if 𝑥 ∈
𝐿𝑝(𝕋 ; [𝐷(𝐴)]) ∩𝐻𝛼,𝑝(𝕋 ; [𝐷(𝐵)]) and Equation (1.1) holds for almost all 𝑡 ∈ ℝ.

The following property is a consequence of [7, Proposition 1.11].

Proposition 3.3. Let 1 ≤ 𝑝 < ∞ and suppose that 𝜎ℤ(Δ) = ∅. If the sequence(
(𝑖𝑘)𝛼((𝑖𝑘)𝛼𝐼 − (𝑖𝑘)𝛼𝐵𝑘 − 𝐿𝑘 − 𝐴)−1

)
𝑘∈ℤ

is an 𝐿𝑝-multiplier, then the family
{
(𝑖𝑘)𝛼((𝑖𝑘)𝛼𝐼 − (𝑖𝑘)𝛼𝐵𝑘 − 𝐿𝑘 − 𝐴)−1 ∶ 𝑘 ∈ ℤ

}
is 𝑅-bounded.

Lemma 3.4. Let 1 ≤ 𝑝 < ∞. Suppose that 𝜎ℤ(Δ) = ∅ and that for every 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋) there exists a strong 𝐿𝑝-solution 𝑢 of
Equation (1.1). Then 𝑢 is the unique strong 𝐿𝑝-solution of Equation (1.1).

Proof. Assume that 𝑢(⋅) is a strong𝐿𝑝-solution of Equation (1.1) corresponding to 𝑓 = 0. Since𝐴𝑢 and𝐵𝑢 are locally integrable
functions, we get that 𝑢̂(𝑘) ∈ 𝐷(𝐴), and taking Fourier transform in Equation (1.1), we obtain

(𝑖𝑘)𝛼(𝐼 − 𝐵𝑘)𝑢̂(𝑘) = (𝐿𝑘 + 𝐴)𝑢̂(𝑘), 𝑘 ∈ ℤ.

It follows that 𝑢̂(𝑘) = 0 for every 𝑘 ∈ ℤ and, therefore, 𝑢 = 0. □

Lemma 3.5. Let 1 ≤ 𝑝 < ∞. Suppose that for every 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋) there exists an unique strong 𝐿𝑝-solution of Equation (1.1),
and that one of the following conditions is satisfied:

(a) The linear operator 𝐵 is bounded with domain 𝑋.
(b) For each 𝑘 ∈ ℤ, the operator (𝑖𝑘)𝛼𝐼 − 𝐿𝑘 − 𝐴 has bounded inverse.

Then

(i) The spectrum 𝜎ℤ(Δ) = ∅.

(ii) The sequence
(
(𝑖𝑘)𝛼

(
(𝑖𝑘)𝛼𝐼 − (𝑖𝑘)𝛼𝐵𝑘 − 𝐿𝑘 − 𝐴

)−1)
𝑘∈ℤ is an 𝐿𝑝-multiplier.

Proof. Let 𝑘 ∈ ℤ and 𝑥 ∈ 𝑋. For 𝑡 ∈ ℝ, we define 𝑓 (𝑡) = 𝑒𝑖𝑘𝑡𝑥. By our hypotheses there exists an unique strong 𝐿𝑝-solution
𝑢(⋅) of Equation (1.1). Taking Fourier transform on both sides of Equation (1.1) we get

(𝑖𝑘)𝛼(𝐼 − 𝐵𝑘)𝑢̂(𝑘) = (𝐿𝑘 + 𝐴)𝑢̂(𝑘) + 𝑥,

which implies that the operator Δ𝑘 is surjective. We assume that 𝑥 ∈ k𝑒𝑟(Δ𝑘). Substituting 𝑢(𝑡) = 𝑒𝑖𝑘𝑡𝑥 in Equation (1.1), we
obtain that 𝑢 is a strong 𝐿𝑝-solution of Equation (1.1) corresponding to the function 𝑓 (𝑡) = 0. Consequently, 𝑢(𝑡) = 0 and 𝑥 = 0.
Combining these assertions, we conclude that Δ𝑘 has inverse.
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Assume first that condition (a) is fulfilled. In this case, the operator Δ𝑘 is closed which implies that Δ−1
𝑘

is a bounded linear
operator. If we assume now that condition (b) holds, we write

𝑁𝑘 =
(
(𝑖𝑘)𝛼𝐼 − 𝐿𝑘 − 𝐴

)−1
.

Then

Δ𝑘 =
(
𝐼 − (𝑖𝑘)𝛼𝐵𝑘𝑁𝑘

) (
(𝑖𝑘)𝛼𝐼 − 𝐿𝑘 − 𝐴

)
.

Since Δ𝑘 and ((𝑖𝑘)𝛼𝐼 − 𝐿𝑘 − 𝐴) are invertible operators, we have that
(
𝐼 − (𝑖𝑘)𝛼𝐵𝑘𝑁𝑘

)
has inverse, and

Δ−1
𝑘

= 𝑁𝑘

(
𝐼 − (𝑖𝑘)𝛼𝐵𝑘𝑁𝑘

)−1
. (3.2)

Moreover, 𝐵𝑘𝑁𝑘 ∶ 𝑋 → 𝑋 is a closed linear operator and therefore is bounded. Consequently, we obtain that Δ−1
𝑘

is a bounded
linear operator. Hence 𝜎ℤ(Δ) = ∅.

On the other hand, let 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋). Turning to use our hypotheses we can assert that there exists an unique function
𝑢 ∈ 𝐿𝑝(𝕋 ; [𝐷(𝐴)]) ∩𝐻𝛼,𝑝(𝕋 ; [𝐷(𝐵)]) for which Equation (1.1) is verified a.e. Applying Fourier transform on both sides of this
equation, we obtain

(𝑖𝑘)𝛼(𝐼 − 𝐵𝑘)𝑢̂(𝑘) = (𝐿𝑘 + 𝐴)𝑢̂(𝑘) + 𝑓 (𝑘).

Hence,

(𝑖𝑘)𝛼𝑢̂(𝑘) = (𝑖𝑘)𝛼
[
(𝑖𝑘)𝛼𝐼 − (𝑖𝑘)𝛼𝐵𝑘 − 𝐿𝑘 − 𝐴

]−1
𝑓 (𝑘)

for all 𝑘 ∈ ℤ. Since 𝑢 ∈ 𝐻𝛼,𝑝(𝕋 ;𝑋), there exists 𝑣 ∈ 𝐿𝑝(𝕋 ;𝑋) such that 𝑣̂(𝑘) = (𝑖𝑘)𝛼𝑢̂(𝑘), which shows the assertion (ii). □

Next, we consider the reverse assertion. We establish that assuming appropriate conditions a type of converse of Lemma 3.5 is
fulfilled. In what follows, we assume that 𝑋 is an 𝑈𝑀𝐷 space, 1 < 𝑝 < ∞, and the family

{
(𝑖𝑘)𝛼𝑁𝑘 ∶ 𝑘 ∈ ℤ

}
is 𝑅-bounded.

Under these assumptions, according to [32, Theorem 3.5], we have that for every 𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋) there exists an unique strong
𝐿𝑝-solution 𝑣 of the equation

𝐷𝛼𝑣(𝑡) = 𝐴𝑣(𝑡) + 𝐿(𝑣𝑡) + 𝑔(𝑡). (3.3)

Applying the Fourier transform to above equality, we obtain

𝑣̂(𝑘) = 𝑁𝑘𝑔̂(𝑘), 𝑘 ∈ ℤ. (3.4)

Moreover, the map Γ ∶ 𝐿𝑝(𝕋 ;𝑋) → 𝐿𝑝(𝕋 ;𝑋) given by

Γ(𝑔) = 𝐷𝛼𝑣 (3.5)

is a bounded linear operator (see [32, Corollary 3.6]).
In the next lemma, we use the notations introduced in (3.3), (3.4) and (3.5).

Lemma 3.6. Let𝑋 be an UMD space and 1 < 𝑝 < ∞. Assume that the family
{
(𝑖𝑘)𝛼𝑁𝑘 ∶ 𝑘 ∈ ℤ

}
is𝑅-bounded and𝐵 ∈ (𝑋).

If |𝑘|𝛼‖𝐵‖‖𝑁𝑘‖ < 1 for all 𝑘 ∈ ℤ and ‖𝐵‖‖Γ‖ < 1, then the sequence
((
𝐼 − (𝑖𝑘)𝛼𝑒−𝑖𝑘𝑟𝐵𝑁𝑘

)−1)
𝑘∈ℤ

is an 𝐿𝑝-multiplier.

Proof. It follows from our hypotheses that 𝑆𝑘 =
(
𝐼 − (𝑖𝑘)𝛼𝑒−𝑖𝑘𝑟𝐵𝑁𝑘

)−1 ∈ (𝑋).
Let 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋). We define the map  ∶ 𝐿𝑝(𝕋 ;𝑋) → 𝐿𝑝(𝕋 ;𝑋) by

(𝜑)(𝑡) = 𝐵Γ(𝜑)(𝑡 − 𝑟) + 𝑓 (𝑡).

Clearly  is a contraction. Therefore, there exists 𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋) such that

𝑔(𝑡) = 𝐵Γ(𝑔)(𝑡 − 𝑟) + 𝑓 (𝑡) = 𝐵𝐷𝛼𝑣(𝑡 − 𝑟) + 𝑓 (𝑡). (3.6)

Using (3.4), we get

𝑔̂(𝑘) = 𝑒−𝑖𝑘𝑟(𝑖𝑘)𝛼𝐵𝑣̂(𝑘) + 𝑓 (𝑘) = 𝑒−𝑖𝑘𝑟(𝑖𝑘)𝛼𝐵𝑁𝑘𝑔̂(𝑘) + 𝑓 (𝑘),

which implies that 𝑔̂(𝑘) = 𝑆𝑘𝑓 (𝑘). □
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The following result is a consequence of Lemma 3.6 and [32, Theorem 3.5].

Theorem 3.7. Let𝑋 be a UMD space and 1 < 𝑝 < ∞. Assume that the family {(𝑖𝑘)𝛼𝑁𝑘 ∶ 𝑘 ∈ ℤ} is𝑅-bounded and𝐵 ∈ (𝑋).
If |𝑘|𝛼‖𝐵‖‖𝑁𝑘‖ < 1 for all 𝑘 ∈ ℤ and ‖𝐵‖‖Γ‖ < 1, then for every 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋) there exists an unique strong 𝐿𝑝-solution of
Equation (1.1).

Proof. Let 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋). According to Lemma 3.6 we have that the sequence (𝑆𝑘)𝑘∈ℤ is an 𝐿𝑝-multiplier. Therefore, there
exists 𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋) such that 𝑔̂(𝑘) = 𝑆𝑘𝑓 (𝑘). It follows from (3.6) that

𝑔(𝑡) = 𝐵𝐷𝛼𝑣(𝑡 − 𝑟) + 𝑓 (𝑡),

where the function 𝑣 satisfies Equation (3.3). On the other hand, from Theorem 3.5 in [32], we assert that there exists a unique
𝑢 ∈ 𝐻𝛼,𝑝(𝕋 ;𝑋) ∩ 𝐿𝑝(𝕋 ; [𝐷(𝐴)]) such that 𝑢̂(𝑘) = 𝑁𝑘𝑔̂(𝑘) and

𝐷𝛼𝑢(𝑡) = 𝐴𝑢(𝑡) + 𝐿(𝑢𝑡) + 𝑔(𝑡), a.e.

Hence 𝑢(𝑡) = 𝑣(𝑡), and

𝐷𝛼𝑢(𝑡) = 𝐴𝑢(𝑡) + 𝐿(𝑢𝑡) + 𝐵𝐷𝛼𝑢(𝑡 − 𝑟) + 𝑓 (𝑡),

which implies that

𝐷𝛼𝑢(𝑡) − 𝐵𝐷𝛼𝑢(𝑡 − 𝑟) = 𝐴𝑢(𝑡) + 𝐿(𝑢𝑡) + 𝑓 (𝑡).

Consequently, 𝑢 is a strong 𝐿𝑝-solution of Equation (1.1). Since (3.2) is also valid in this case, we obtain that 𝜎ℤ(Δ) = ∅ and
the uniqueness of 𝑢 follows from the Lemma 3.4. □

In the case of a Hilbert space, Theorem 3.7 takes a particularly simple form.

Corollary 3.8. Let𝐻 be Hilbert space and 1<𝑝 <∞. Assume that sup𝑘∈ℤ||(𝑖𝑘)𝛼𝑁𝑘||<∞ and𝐵 ∈ (𝑋). If |𝑘|𝛼‖𝐵‖‖𝑁𝑘‖ < 1
for all 𝑘 ∈ ℤ and ‖𝐵‖‖Γ‖ < 1, then for every 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋) there exists a unique strong 𝐿𝑝-solution of Equation (1.1).

Proof. This is a consequence of Plancherel’s Theorem. □

In our next statements, we define Γ0 ∶ 𝐿𝑝(𝕋 ;𝑋) → 𝐿𝑝(𝕋 ;𝑋) by Γ0(𝑔) = Γ(𝑔) − 𝑔. It is clear that Γ0 is a bounded linear
operator (see [32, Corollary 3.6]). We will establish a similar result to the previous theorem, considering that the operator 𝐵 is
not continuous.

Lemma 3.9. Let𝑋 be a UMD space and 1 < 𝑝 < ∞. Assume that the family {(𝑖𝑘)𝛼𝑁𝑘 ∶ 𝑘 ∈ ℤ} is𝑅-bounded and𝐵−1 ∈ (𝑋).
Assume further that ‖‖‖𝐵−1‖‖‖ + ‖Γ0‖ < 1 and |𝑘|𝛼‖𝐵𝑁𝑘‖ < 1 for all 𝑘 ∈ ℤ, then the sequence

((
𝐼 − (𝑖𝑘)𝛼𝑒−𝑖𝑘𝑟𝐵𝑁𝑘

)−1)
𝑘∈ℤ

is
an 𝐿𝑝-multiplier.

Proof. Since 𝐵𝑁𝑘 ∈ (𝑋) we obtain that 𝑆𝑘 =
(
𝐼 − 𝑖𝑘𝑒−𝑖𝑘𝑟𝐵𝑁𝑘

)−1 ∈ (𝑋). Using the notations introduced in (3.3) and
(3.5), we now argue as in the proof of Lemma 3.6. Let 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋). If 𝑔 satisfies (3.6), then

𝑔(𝑡) − 𝐵(𝐴𝑣(𝑡 − 𝑟) + 𝐿(𝑣𝑡−𝑟) + 𝑔(𝑡 − 𝑟)) = 𝑓 (𝑡)

which implies that

𝐵−1𝑔(𝑡) − (𝐴𝑣(𝑡 − 𝑟) + 𝐿(𝑣𝑡−𝑟)) − 𝑔(𝑡 − 𝑟) = 𝐵−1𝑓 (𝑡),

for 𝑡 ∈ ℝ. Substituting 𝑡 by 𝑡 + 𝑟,

𝑔(𝑡) = 𝐵−1𝑔(𝑡 + 𝑟) − (𝐴𝑣(𝑡) + 𝐿(𝑣𝑡)) − 𝐵−1𝑓 (𝑡 + 𝑟) (3.7)

= 𝐵−1𝑔(𝑡 + 𝑟) − Γ0(𝑔)(𝑡) − 𝐵−1𝑓 (𝑡 + 𝑟).

Since the map 𝑔 → 𝐵−1𝑔(𝑡 + 𝑟) − Γ0(𝑔)(𝑡) is a contraction from 𝐿𝑝(𝕋 ;𝑋) into 𝐿𝑝(𝕋 ;𝑋), there exists 𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋) that satisfies
(3.7). We complete the proof arguing as in the proof of Lemma 3.6. □

As a consequence of the Lemma 3.9 we have the following result.
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Theorem 3.10. Let 𝑋 be a UMD space and 1 < 𝑝 < ∞. Assume that the family {(𝑖𝑘)𝛼𝑁𝑘 ∶ 𝑘 ∈ ℤ} is 𝑅-bounded and 𝐵−1 ∈
(𝑋). Assume further that ‖𝐵−1‖ + ‖Γ0‖ < 1 and |𝑘|𝛼‖𝐵𝑁𝑘‖ < 1 for all 𝑘 ∈ ℤ, then for every 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋) there exists an
unique strong 𝐿𝑝-solution of Equation (1.1).

Now, we consider a special case. Specifically, we will take 𝑟 = ℎ = 2𝜋. As we are looking for 2𝜋-periodic solutions of Equa-
tion (1.1), the problem is reduced to finding 2𝜋-periodic solutions of the equation

𝐷𝛼(𝐼 − 𝐵)𝑥(𝑡) = 𝐴𝑥(𝑡) + 𝐿(𝑥𝑡) + 𝑓 (𝑡), 𝑡 ∈ ℝ, 1 < 𝛼 ≤ 2. (3.8)

The following result characterizes the existence and uniqueness of solutions of the abstract neutral fractional differential equation
(3.8).

Theorem 3.11. Let 𝑋 be a 𝑈𝑀𝐷 space, 1 < 𝑝 < ∞ and 1 < 𝛼 ≤ 2. Assume further that 𝐼 − 𝐵 has bounded inverse. The
following assertions are equivalent:

(i) For every 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋), there exists a unique strong 𝐿𝑝-solution of Equation (1.1).
(ii) For every 𝑘 ∈ ℤ the operator (𝑖𝑘)𝛼(𝐼 − 𝐵) − 𝐿𝑘 − 𝐴 has a bounded inverse and the families{

(𝑖𝑘)𝛼((𝑖𝑘)𝛼(𝐼 − 𝐵) − 𝐿𝑘 − 𝐴)−1 ∶ 𝑘 ∈ ℤ
}

and
{
(𝑖𝑘)𝛼𝐵((𝑖𝑘)𝛼(𝐼 − 𝐵) − 𝐿𝑘 − 𝐴)−1 ∶ 𝑘 ∈ ℤ

}
are 𝑅-bounded.

Proof. Assume that (i) holds and let 𝑔 ∈ 𝐿𝑝(𝕋 ; [𝐷(𝐵)]). The function 𝑓 = (𝐼 − 𝐵)𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋). The solution 𝑥(⋅) of Equation
(1.1) also solves Equation (3.8) and, therefore is a strong 𝐿𝑝-solution of the equation

𝐷𝛼𝑥(𝑡) = (𝐼 − 𝐵)−1𝐴𝑥(𝑡) + (𝐼 − 𝐵)−1𝐿(𝑥𝑡) + 𝑔(𝑡), (3.9)

for 𝑡 ∈ ℝ, 1 < 𝛼 ≤ 2. We consider Equation (3.9) with values in the space [𝐷(𝐵)]. Let 𝐸𝑘 = (𝑖𝑘)𝛼𝐼 − (𝐼 − 𝐵)−1𝐴 −
(𝐼 − 𝐵)−1𝐿𝑘. Note that (𝐼 − 𝐵)−1𝐴 ∶ 𝐷(𝐴) → [𝐷(𝐵)] is a closed operator and (𝐼 − 𝐵)−1𝐿 ∶ 𝐿𝑝([−2𝜋, 0], [𝐷(𝐵)]) → [𝐷(𝐵)]
is continuous. According to [32, Therem 3.5] we obtain that 𝐸𝑘 has a bounded inverse, and the family

{
(𝑖𝑘)𝛼𝐸−1

𝑘
∶ 𝑘 ∈ ℤ

}
is

𝑅-bounded with the norm in [𝐷(𝐵)]. Since Δ−1
𝑘

= 𝐸−1
𝑘
(𝐼 − 𝐵)−1, the family

{
(𝑖𝑘)𝛼Δ−1

𝑘
∶ 𝑘 ∈ ℤ

}
is 𝑅-bounded.

Assume now that (ii) holds. Let 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋). It follows from (ii) that the family
{
(𝑖𝑘)𝛼𝐸−1

𝑘
∶ 𝑘 ∈ ℤ

}
is 𝑅-bounded for the

norm in [𝐷(𝐵)]. Using again [32, Theorem 3.5], with 𝑔(𝑡) = (𝐼 − 𝐵)−1𝑓 (𝑡), we obtain that the equation

𝐷𝛼𝑥(𝑡) = (𝐼 − 𝐵)−1𝐴𝑥(𝑡) + (𝐼 − 𝐵)−1𝐿(𝑥𝑡) + 𝑔(𝑡)

has a unique strong 𝐿𝑝-solution in the space [𝐷(𝐵)]. It is clear that 𝐷𝛼𝑥(𝑡) ∈ 𝐷(𝐵) and

𝐵𝐷𝛼𝑥(𝑡) = 𝐷𝛼𝑥(𝑡) − 𝐴𝑥(𝑡) − 𝐿(𝑥𝑡) − 𝑓 (𝑡).

Since [𝐷(𝐴)] → [𝐷(𝐵)] is continuous, it follow that 𝐵𝐷𝛼𝑥(𝑡) = 𝐷𝛼𝐵𝑥(𝑡). Then 𝑥(⋅) is a strong 𝐿𝑝-solution 2𝜋 periodic of
Equation (3.8), which in turn implies that 𝑥(⋅) is a strong 𝐿𝑝-solution of Equation (1.1). □

As we hoped, the case 𝐵 = 0 reproduces [32, Theorem 3.5]. Moreover, the following consequences are interesting.

Corollary 3.12. Let 𝑋 be a 𝑈𝑀𝐷 space, 1 < 𝑝 < ∞ and 1 < 𝛼 ≤ 2. Assume further that 𝐼 − 𝐵 has bounded inverse. The
following assertions are equivalent:

(i) For every 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋), 𝑡 ∈ ℝ, there exists a unique strong 𝐿𝑝-solution of the equation

𝐷𝛼(𝑥(𝑡) − 𝐵𝑥(𝑡 − 2𝜋)) = 𝐴𝑥(𝑡) + 𝑓 (𝑡).

(ii) For every 𝑘 ∈ ℤ the operator (𝑖𝑘)𝛼(𝐼 − 𝐵) − 𝐴 has a bounded inverse and the families{
(𝑖𝑘)𝛼((𝑖𝑘)𝛼(𝐼 − 𝐵) − 𝐴)−1 ∶ 𝑘 ∈ ℤ

}
and

{
(𝑖𝑘)𝛼𝐵((𝑖𝑘)𝛼(𝐼 − 𝐵) − 𝐴)−1 ∶ 𝑘 ∈ ℤ

}
are 𝑅-bounded.
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Corollary 3.13. Let 1 < 𝑝 < ∞, 1 < 𝛼 ≤ 2 and |𝑏| < 1. For every 𝑓 ∈ 𝐿𝑝(𝕋 ) there exists a unique strong 𝐿𝑝-solution of the
scalar equation

𝐷𝛼(𝑥(𝑡) − 𝑏𝑥(𝑡 − 2𝜋)) = 𝑎𝑥(𝑡) + 𝑓 (𝑡).

Now, we consider Equation (1.2). This equation is a generalization of the equation

𝑑

𝑑𝑡
(𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟)) = 𝐴(𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟)) + 𝐿(𝑥𝑡) + 𝑓 (𝑡), 𝑡 ∈ ℝ.

This special type of equations have also been used to model interesting physical systems. In particular Wu and Xia [39,40] have
shown that a ring array of resistively coupled transmission lines can be modeled by a neutral functional differential equation.
The limit case of a continuous array of lossless transmission lines leads to Hale [23,25] (see also [38]) to study a partial neutral
functional differential equation of the special form

𝑑

𝑑𝑡
𝐷𝑢𝑡 = 𝐾

𝜕2

𝜕𝜉2
𝐷𝑢𝑡 + 𝑓 (𝑢𝑡),

where 𝐾 > 0 is a constant, and

𝐷𝑢𝑡𝑢(⋅, 𝑡) − 𝑞𝑢(⋅, 𝑡 − 𝑟)

where 𝑟 > 0, 𝑞 is a constant satisfying 0 < 𝑞 < 1 and 𝑓 (𝑢𝑡) = 𝑔(𝑢(⋅, 𝑡), 𝑢(⋅, 𝑡 − 𝑟)) for some function 𝑔. Subsequently, the abstract
version

𝑑

𝑑𝑡
𝐷𝑥𝑡 = 𝐴𝐷𝑥𝑡 + 𝑓 (𝑡, 𝑥𝑡), (3.10)

has been studied by several authors. We mention to [1–3], [21] for well-posedness, existence of solutions, stability, and existence
of periodic and almost periodic solutions, [14] for the existence of asymptotically almost automorphic solutions and [6,16] for
the existence of pseudo almost automorphic solutions. In addition, control systems modeled by these equations have been studied
recently in [8,15,22].

To establish our results, we adapt the concept of solution given in the Definition 3.2.

Definition 3.14. Let 1 ≤ 𝑝 < ∞ and let 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋). A function 𝑥 is called a strong 𝐿𝑝-solution of Equation (1.1) if 𝑥 ∈
𝐿𝑝(𝕋 ; [𝐷(𝐵)]) and 𝑦 ∈ 𝐿𝑝(𝕋 ; [𝐷(𝐴)]) ∩𝐻𝛼,𝑝(𝕋 ;𝑋), where 𝑦(𝑡) = 𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟), and Equation (1.2) holds for almost all
𝑡 ∈ ℝ.

Initially we establish a result of existence of periodic solutions of perturbation type. Next we keep the notations introduced
in (3.3) and (3.4). We define the application Υ ∶ 𝐿𝑝(𝕋 ;𝑋) → 𝐿𝑝(𝕋 ;𝑋) by

Υ(𝑔) = 𝑣, (3.11)

where 𝑣 is a strong 𝐿𝑝-solution of equation 𝐷𝛼𝑣(𝑡) = 𝐴𝑣(𝑡) + 𝐿(𝑣𝑡) + 𝑔(𝑡).
We have that Υ is a bounded linear operator ([32, Corollary 3.6]). We consider the following condition for the operator 𝐵.
(H1) Let 𝑣 ∈ 𝐿𝑝(𝕋 ;𝑋). The equation

𝑢(𝑡) − 𝐵𝑢(𝑡 − 𝑟) = 𝑣(𝑡), 𝑡 ∈ ℝ,

admits a unique solution 𝑢 ∈ 𝐿𝑝(𝕋 ;𝑋).
If the assumption (H1) holds, we denote by 𝑃 ∶ 𝐿𝑝(𝕋 ;𝑋) → 𝐿𝑝(𝕋 ;𝑋) the map defined by 𝑢 = 𝑃𝑣. It follows from the closed

graph theorem that 𝑃 is a bounded linear map.
Next we exhibit some cases where the assumption (H1) is fulfilled.

(i) Let 𝐵 ∈ (𝑋) with ‖𝐵‖ < 1. In this case, ‖𝐼 − 𝑃‖ ≤ ‖𝐵‖
1 − ‖𝐵‖ .

(ii) The operator 𝐵−1 ∈ (𝑋) and ‖𝐵−1‖ < 1. In this case, ‖𝐼 − 𝑃‖ ≤ 1
1 − ‖𝐵−1‖ .

(iii) The sequence
(
(𝐼 − 𝐵𝑘)−1

)
𝑘∈ℤ is an 𝐿𝑝-multiplier.
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The argument used in the proof of the Lemma 3.5 shows that if the condition (H1) holds, then 𝐼 − 𝐵𝑘 has a bounded inverse
for each 𝑘 ∈ ℤ.

Lemma 3.15. Let 𝑋 be a UMD space and 1 < 𝑝 < ∞. Assume that the assumption (H1) holds, the family
{
(𝑖𝑘)𝛼𝑁𝑘 ∶ 𝑘 ∈ ℤ

}
is 𝑅-bounded and ‖𝐿‖‖𝐼 − 𝑃‖‖Υ‖ < 1, then the sequence((

𝐼 − 𝐿𝑘𝐵𝑘(𝐼 − 𝐵𝑘)−1𝑁𝑘

)−1)
𝑘∈ℤ

is an 𝐿𝑝-multiplier.

Proof. Let 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋). In view of that

‖𝐿(𝑥𝑡)‖ ≤ ‖𝐿‖ ‖𝑥‖𝐿𝑝(𝕋 ;𝑋)

for all 𝑥 ∈ 𝐿𝑝(𝕋 ;𝑋), the equation

𝑔(𝑡) = 𝐿([(𝑃 − 𝐼)Υ𝑔]𝑡) + 𝑓 (𝑡) (3.12)

has a unique solution 𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋). Defining 𝑣 = Υ𝑔 and 𝑢 = 𝑃𝑣, we can write

𝑔(𝑡) = 𝐿(𝑢𝑡) − 𝐿(𝑣𝑡) + 𝑓 (𝑡),

and taking Fourier transform in this equality, we get

𝑔̂(𝑘) = 𝐿𝑘𝑢̂(𝑘) − 𝐿𝑘𝑣̂(𝑘) + 𝑓 (𝑘) = 𝐿𝑘

(
(𝐼 − 𝐵𝑘)−1 − 𝐼

)
𝑣̂(𝑘) + 𝑓 (𝑘) = 𝐿𝑘𝐵𝑘(𝐼 − 𝐵𝑘)−1𝑁𝑘𝑔̂(𝑘) + 𝑓 (𝑘). (3.13)

Hence (
𝐼 − 𝐿𝑘𝐵𝑘(𝐼 − 𝐵𝑘)−1𝑁𝑘

)
𝑔̂(𝑘) = 𝑓 (𝑘). (3.14)

Let 𝑚 ∈ ℤ be fixed. For 𝑦 ∈ 𝑋, choosing 𝑓 (𝑡) = 𝑒𝑖𝑚𝑡𝑦 we obtain that
(
𝐼 − 𝐿𝑚𝐵𝑚(𝐼 − 𝐵𝑚)−1𝑁𝑚

)
𝑔̂(𝑚) = 𝑦, which shows that(

𝐼 − 𝐿𝑚𝐵𝑚(𝐼 − 𝐵𝑚)−1𝑁𝑚

)
is a surjective operator. Similarly, if for some 𝑥 ∈ 𝑋,

(
𝐼 − 𝐿𝑚𝐵𝑚(𝐼 − 𝐵𝑚)−1𝑁𝑚

)
𝑥 = 0 and we

define 𝑔(𝑡) = 𝑒𝑖𝑚𝑡𝑥, then
(
𝐼 − 𝐿𝑘𝐵𝑘(𝐼 − 𝐵𝑘)−1𝑁𝑘

)
𝑔̂(𝑘) = 0 for all 𝑘 ∈ ℤ. From Equation (3.12) follows that 𝑔 = 0, which

implies that ker
(
𝐼 − 𝐿𝑚𝐵𝑚(𝐼 − 𝐵𝑚)−1𝑁𝑚

)
= {0}. We complete the proof by combining these remarks with (3.14). □

The following result is a consequence of the Lemma 3.15 and [32, Theorem 3.5].

Theorem 3.16. Let 𝑋 be a UMD space and 1 < 𝑝 < ∞. Assume that the assumption (H1) holds, the set {(𝑖𝑘)𝛼𝑁𝑘 ∶ 𝑘 ∈ ℤ} is
𝑅-bounded and ‖𝐿‖‖𝐼 − 𝑃‖‖Υ‖ < 1, then for every 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋) there exists a unique strong 𝐿𝑝-solution of Equation (1.2).

Proof. Let 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋). From Lemma 3.15 we have that the sequence
(
(𝐼 − 𝐿𝑘𝐵𝑘(𝐼 − 𝐵𝑘)−1𝑁𝑘)−1

)
𝑘∈ℤ is an 𝐿𝑝-multiplier.

Therefore, there exists 𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋) such that 𝑔̂(𝑘) =
(
𝐼 − 𝐿𝑘𝐵𝑘(𝐼 − 𝐵𝑘)−1𝑁𝑘

)−1
𝑓 (𝑘).

Using again [32, Theorem 3.5] we can affirm that there exists a unique strong 𝐿𝑝-solution 𝑣 of Equation (3.3). Hence 𝑣̂(𝑘) =
𝑁𝑘𝑔̂(𝑘). We set 𝑢 = 𝑃𝑣. It follows from (3.13) that

𝑔̂(𝑘) + 𝐿𝑘𝑣̂(𝑘) = 𝐿𝑘𝑢̂(𝑘) + 𝑓 (𝑘), 𝑘 ∈ ℤ,

which implies that

𝑔(𝑡) + 𝐿(𝑣𝑡) = 𝑓 (𝑡) + 𝐿(𝑢𝑡), a.e. 𝑡 ∈ ℝ.

Substituting 𝑔 and 𝑣 in (3.3), we get that 𝑢 is a strong 𝐿𝑝-solution of Equation (1.2). □

Theorem 3.16 can be interpreted as a perturbation result for Equation (1.2). Before formally establish this property, we will
study some properties of 𝑅-bounded families, which are immediate consequences of the definition.

Lemma 3.17. Let  = {𝐶𝑘 ∶ 𝑘 ∈ ℤ} ⊆ (𝑋) be a 𝑅-bounded family. Let 𝜀 > 0 such that 𝜀() < 1. Then the family{
(𝐼 − 𝜀𝐶𝑘)−1 ∶ 𝑘 ∈ ℤ

}
is 𝑅-bounded.
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Proof. Let 𝑥𝑘 ∈ 𝑋 and 𝑟𝑘, 𝑘 ∈ ℤ, be independent, symmetric, {−1, 1}-valued random variables on a probability space
(Ω,, 𝜇). For 𝐽 ⊂ ℤ finite,

‖‖‖‖‖
∑
𝑘∈𝐽

𝑟𝑘(𝐼 − 𝜀𝐶𝑘)−1𝑥𝑘
‖‖‖‖‖𝐿𝑝(Ω;𝑋)

=
‖‖‖‖‖‖
∑
𝑘∈𝐽

𝑟𝑘

∞∑
𝑗=0

𝜀𝑗𝐶
𝑗

𝑘
𝑥𝑘

‖‖‖‖‖‖𝐿𝑝(Ω;𝑋)

=
‖‖‖‖‖‖

∞∑
𝑗=0

𝜀𝑗
∑
𝑘∈𝐽

𝑟𝑘𝐶
𝑗

𝑘
𝑥𝑘

‖‖‖‖‖‖𝐿𝑝(Ω;𝑋)

≤
∞∑
𝑗=0

𝜀𝑗
‖‖‖‖‖
∑
𝑘∈𝐽

𝑟𝑘𝐶
𝑗

𝑘
𝑥𝑘

‖‖‖‖‖𝐿𝑝(Ω;𝑋)

≤
∞∑
𝑗=0

𝜀𝑗()𝑗 ‖‖‖‖‖
∑
𝑘∈𝐽

𝑟𝑘𝑥𝑘

‖‖‖‖‖𝐿𝑝(Ω;𝑋)

which establishes the assertion. □

Corollary 3.18. Let 𝐶 ∈ (𝑋) with ‖𝐶‖ < 1, and let 𝑎𝑘 ∈ ℂ with |𝑎𝑘| ≤ 1 for all 𝑘 ∈ ℤ. Then the family
{
(𝐼 − 𝑎𝑘𝐶)−1 ∶

𝑘 ∈ ℤ
}

is 𝑅-bounded.

Proof. Taking 𝐶𝑘 = 𝑎𝑘𝐶 and 𝜀 = 1∕2, the assertion is an immediate consequence of Lemma 3.17 and the contraction principle
of Kahane [12]. □

Lemma 3.19. Let 𝐶 be a closed linear operator such that 1 ∈ 𝜌(𝐶) and ‖𝐶(𝐼 − 𝐶)−1‖ < 1∕2. Then the family{
(𝐼 − 𝑒−𝑖𝑘𝑟𝐶)−1 ∶ 𝑘 ∈ ℤ

}
is 𝑅-bounded.

Proof. From the identity

𝐼 − 𝑒−𝑖𝑘𝑟𝐶 = (𝐼 − 𝐶) +
(
1 − 𝑒−𝑖𝑘𝑟

)
𝐶 =

[
𝐼 + 1 − 𝑒−𝑖𝑘𝑟

2
2𝐶(𝐼 − 𝐶)−1

]
(𝐼 − 𝐶)

follows

(
𝐼 − 𝑒−𝑖𝑘𝑟𝐶

)−1 = (𝐼 − 𝐶)−1
[
𝐼 + 1 − 𝑒−𝑖𝑘𝑟

2
2𝐶(𝐼 − 𝐶)−1

]−1
,

and the assertion is a direct consequence of Corollary 3.18. □

Lemma 3.20. If the family {𝐶𝑘 ∶ 𝑘 ∈ ℤ} is 𝑅-bounded, then the families {𝐿𝑘 𝐶𝑘 ∶ 𝑘 ∈ ℤ} and {𝐶𝑘 𝐿𝑘 ∶ 𝑘 ∈ ℤ} are
𝑅-bounded.

Proof. Let 𝑥𝑘 ∈ 𝑋 and 𝑟𝑘, 𝑘 ∈ ℤ, be independent, symmetric, {−1, 1}-valued random variables on a probability space
(Ω,, 𝜇). For 𝐽 ⊂ ℤ finite, we have

‖‖‖‖‖‖
𝑁∑
𝑗=1

𝑟𝑗𝐿𝑗𝐶𝑗𝑥𝑗

‖‖‖‖‖‖
𝑝

𝐿𝑝(Ω;𝑋)

= ∫Ω
‖‖‖‖‖‖

𝑁∑
𝑗=1

𝑟𝑗(𝑡)𝐿𝑗(𝐶𝑗𝑥𝑗)
‖‖‖‖‖‖
𝑝

𝑋

𝑑𝑡 = ∫Ω
‖‖‖‖‖‖

𝑁∑
𝑗=1

𝑟𝑗(𝑡)𝐿(𝑒𝑗𝐶𝑗𝑥𝑗)
‖‖‖‖‖‖
𝑝

𝑋

𝑑𝑡

≤ ‖𝐿‖𝑝 ∫Ω
‖‖‖‖‖‖

𝑁∑
𝑗=1

𝑟𝑗(𝑡)𝑒𝑗𝐶𝑗𝑥𝑗)
‖‖‖‖‖‖
𝑝

𝐿𝑝([−ℎ,0];𝑋)

𝑑𝑡 ≤ ‖𝐿‖𝑝 ∫Ω ∫
0

−ℎ

‖‖‖‖‖‖
𝑁∑
𝑗=1

𝑟𝑗(𝑡)𝑒𝑗(𝑠)𝐶𝑗𝑥𝑗)
‖‖‖‖‖‖
𝑝

𝑋

𝑑𝑠 𝑑𝑡

= ‖𝐿‖𝑝 ∫
0

−ℎ ∫Ω
‖‖‖‖‖‖

𝑁∑
𝑗=1

𝑟𝑗(𝑡)𝑒𝑗(𝑠)𝐶𝑗𝑥𝑗)
‖‖‖‖‖‖
𝑝

𝑋

𝑑𝑡 𝑑𝑠 = ‖𝐿‖𝑝 ∫
0

−ℎ

‖‖‖‖‖‖
𝑁∑
𝑗=1

𝑟𝑗𝑒𝑗(𝑠)𝐶𝑗𝑥𝑗)
‖‖‖‖‖‖
𝑝

𝐿𝑝(Ω;𝑋)

𝑑𝑠.

Applying again the contraction principle of Kahane [12], and the fact that {𝐶𝑘 ∶ 𝑘 ∈ ℤ} is an 𝑅-bounded family, we obtain

‖‖‖‖‖‖
𝑁∑
𝑗=1

𝑟𝑗𝐿𝑗𝐶𝑗𝑥𝑗

‖‖‖‖‖‖
𝑝

𝐿𝑝(Ω;𝑋)

≤ 2‖𝐿‖𝑝 ∫
0

−ℎ

‖‖‖‖‖‖
𝑁∑
𝑗=1

𝑟𝑗𝐶𝑗𝑥𝑗)
‖‖‖‖‖‖
𝑝

𝐿𝑝(Ω;𝑋)

𝑑𝑠 ≤ 2‖𝐿‖𝑝ℎ𝐶 ‖‖‖‖‖‖
𝑁∑
𝑗=1

𝑟𝑗𝑥𝑗)
‖‖‖‖‖‖
𝑝

𝐿𝑝(Ω;𝑋)

,

for some constant 𝐶 ≥ 0, hence the family {𝐿𝑘 𝐶𝑘 ∶ 𝑘 ∈ ℤ} is 𝑅-bounded. In similar form, we show that the family {𝐶𝑘𝐿𝑘 ∶
𝑘 ∈ ℤ} is 𝑅-bounded. □
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Remark 3.21. Suppose that 𝑋 is a UMD space, 1 < 𝑝 < ∞ and the condition (H1) holds. Assume in further that the family{
(𝑖𝑘)𝛼((𝑖𝑘)𝛼𝐼 − 𝐴)−1 ∶ 𝑘 ∈ ℤ

}
is 𝑅-bounded. It follows from [32] that for every 𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋) the equation

𝐷𝛼𝑣(𝑡) = 𝐴𝑣(𝑡) + 𝑔(𝑡)

has a unique strong 𝐿𝑝-solution. Moreover, the map  ∶ 𝐿𝑝(𝕋 ;𝑋) → 𝐿𝑝(𝕋 ;𝑋) given by

(𝑔) = 𝑣

is a bounded linear operator. Let 𝜀 > 0. If the family {(𝑖𝑘)𝛼𝑁𝑘 ∶ 𝑘 ∈ ℤ} is 𝑅-bounded, then

(𝑖𝑘)𝛼𝐼 − 𝜀𝐿𝑘 − 𝐴 = [(𝑖𝑘)𝛼𝐼 − 𝐴]
[
𝐼 − 𝜀((𝑖𝑘)𝛼𝐼 − 𝐴)−1𝐿𝑘

]
.

Hence, for 𝜀 small enough,

𝑁𝜀
𝑘
∶=

[
(𝑖𝑘)𝛼𝐼 − 𝜀𝐿𝑘 − 𝐴

]−1 = [
𝐼 − 𝜀((𝑖𝑘)𝛼𝐼 − 𝐴)−1𝐿𝑘

]−1 [(𝑖𝑘)𝛼𝐼 − 𝐴
]−1

,

and combining Lemma 3.17 with Lemma 3.20, we get that the family {(𝑖𝑘)𝛼𝑁𝜀
𝑘
∶ 𝑘 ∈ ℤ} is 𝑅-bounded. Consequently, it follows

from [32] that for each 𝑔 ∈ 𝐿𝑝(𝕋 ;𝑋) there exists a unique strong 𝐿𝑝-solution 𝑣𝜀(⋅) to equation

𝐷𝛼𝑣(𝑡) = 𝐴𝑣(𝑡) + 𝜀𝐿(𝑣𝑡) + 𝑔(𝑡). (3.15)

Moreover, it is clear that 𝑣𝜀 = (𝜀𝐿(𝑣𝜀⋅ ) + 𝑔(⋅)), which implies that

‖𝑣𝜀‖𝐿𝑝(𝕋 ;𝑋) ≤ 𝜀 ℎ1∕𝑝 ‖‖ ‖𝐿‖‖𝑣𝜀‖𝐿𝑝(𝕋 ;𝑋) + ‖‖‖𝑔‖𝐿𝑝(𝕋 ;𝑋).

It follows that ‖𝑣𝜀‖𝐿𝑝(𝕋 ;𝑋) ≤ 𝐶‖𝑔‖𝐿𝑝(𝕋 ;𝑋) for some constant 𝐶 > 0. Hence, if Υ𝜀 denotes the map Υ corresponding Equation
(3.15), we have that ‖Υ𝜀‖ ≤ 𝐶 and the condition 𝜀‖𝐿‖‖𝐼 − 𝑃‖‖Υ𝜀‖ < 1 is fulfilled for 𝜀 > 0 enough small. This shows that
Theorem 3.16 can be applied to establish the existence of periodic solutions to the equation

𝐷𝛼(𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟)) = 𝐴(𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟)) + 𝜀𝐿(𝑥𝑡) + 𝑓 (𝑡)

for 𝜀 > 0 sufficiently small.

We are in a position to establish the following result.

Theorem 3.22. Let 𝑋 be a UMD space and 1 < 𝑝 < ∞. Assume that the families
{
(𝐼 − 𝐵𝑘)−1 ∶ 𝑘 ∈ ℤ

}
and{

(𝑖𝑘)𝛼
(
(𝑖𝑘)𝛼𝐼 − 𝐿𝑘(𝐼 − 𝐵𝑘 − 𝐴)−1

)−1 ∶ 𝑘 ∈ ℤ
}

are 𝑅-bounded. Then for every 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋) there exists a unique strong
𝐿𝑝-solution of Equation (1.2).

Proof. Let 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋). To abbreviate the text, for 𝑘 ∈ ℤ, we denote

𝑎𝑘 = (𝑖𝑘)𝛼 and 𝑄𝑘 =
(
𝑎𝑘𝐼 − 𝐴 − 𝐿𝑘(𝐼 − 𝐵𝑘)−1

)−1
.

Therefore, the family
{
𝑎𝑘 𝑄𝑘 ∶ 𝑘 ∈ ℤ

}
is 𝑅-bounded. Moreover,

𝑘(𝑎𝑘+1𝑄𝑘+1 − 𝑎𝑘𝑄𝑘) = 𝑘𝑄𝑘+1
[
𝑎𝑘𝐿𝑘+1(𝐼 − 𝐵𝑘+1)−1 − 𝑎𝑘+1𝐿𝑘(𝐼 − 𝐵𝑘)−1

]
𝑄𝑘

= 𝑘𝑄𝑘+1(𝐿𝑘+1 − 𝐿𝑘)(𝐼 − 𝐵𝑘+1)−1𝑎𝑘𝑄𝑘

+ 𝑘𝑄𝑘+1 𝐿𝑘(𝐼 − 𝐵𝑘+1)−1𝑎𝑘𝑄𝑘 − 𝑎𝑘+1𝑄𝑘+1𝐿𝑘(𝐼 − 𝐵𝑘)−1𝑘𝑄𝑘. (3.16)

The three terms on the right hand side of this decomposition define 𝑅-bounded families by our hypothesis and Lemma 3.20.
Hence, from the properties of 𝑅-bounded families (see [12]) we conclude that the family {𝑘(𝑎𝑘+1𝑄𝑘+1 − 𝑎𝑘𝑄𝑘) ∶ 𝑘 ∈ ℤ} is
𝑅-bounded. It follows from Theorem 2.6 that {𝑎𝑘𝑄𝑘}𝑘∈ℤ is an 𝐿𝑝-multiplier. The argument used in [32, Lemma 2.6] shows
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that there exists 𝑣 ∈ 𝐻𝛼,𝑝(𝕋 ; [𝐷(𝐴)]) such that 𝑣̂(𝑘) = 𝑄𝑘𝑓 (𝑘). Since {𝑎𝑘𝑄𝑘}𝑘∈ℤ is an 𝐿𝑝-multiplier, there exists 𝑢 ∈ 𝐿𝑝(𝕋 ;𝑋)
such that

𝑢̂(𝑘) = 1
(𝑖𝑘)𝛼

(𝐼 − 𝐵𝑘)−1(𝑖𝑘)𝛼𝑄𝑘𝑓 (𝑘), 𝑘 ≠ 0.

Therefore, 𝑢 ∈ 𝐿𝑝(𝕋 ; [𝐷(𝐵)]) and

(𝐼 − 𝐵𝑘)𝑢̂(𝑘) = 𝑄𝑘𝑓 (𝑘) = 𝑣̂(𝑘), 𝑘 ∈ ℤ.

Hence we obtain that 𝑣(𝑡) = 𝑢(𝑡) − 𝐵𝑢(𝑡 − 𝑟). Combining these assertions, we get

(𝑖𝑘)𝛼𝑣̂(𝑘) = 𝐴𝑣̂(𝑘) + 𝐿𝑘𝑢̂(𝑘) + 𝑓 (𝑘), 𝑘 ∈ ℤ,

which in turn implies that

𝐷𝛼𝑣(𝑡) = 𝐴𝑣(𝑡) + 𝐿(𝑢𝑡) + 𝑓 (𝑡), 𝑡 ∈ ℝ,

and completes the proof. □

The decomposition (3.16) allows us to establish another result of existence of strong 𝐿𝑝-solution Equation (1.2). We will use
the following property.

Lemma 3.23. Let 𝐿 be the map defined by (3.1), where 𝜂 ∶ [−ℎ, 0] → (𝑋) is a strongly differentiable operator-valued map.
Then the family {𝑘𝐿𝑘 ∶ 𝑘 ∈ ℤ} is 𝑅-bounded.

Proof. For 𝑥 ∈ 𝑋 and 𝑘 ∈ ℤ, 𝑘 ≠ 0, integrating by parts, we obtain

𝑘𝐿𝑘𝑥 = 𝑘∫
0

−ℎ
𝑒𝑖𝑘𝜃𝜂(𝜃)𝑥 𝑑𝜃 = 𝑖

(
𝑒−𝑖𝑘ℎ𝜂(−ℎ) − 𝜂(0)

)
+ 𝑖∫

0

−ℎ
𝑒𝑖𝑘𝜃𝜂(𝜃)′𝑥 𝑑𝜃.

Define 𝑉 ∶ 𝐿𝑝([−ℎ, 0];𝑋) → 𝑋 by 𝑉 (𝜑) = ∫ 0
−ℎ 𝜂

′(𝜃)𝜑(𝜃) 𝑑𝜃.
Hence𝑉𝑘 is the operator given by𝑉𝑘𝑥 = ∫ 0

−ℎ 𝑒
𝑖𝑘𝜃𝜂(𝜃)′𝑥 𝑑𝜃. Since {𝑉𝑘 ∶ 𝑘 ∈ ℤ} is a𝑅-bounded family ([31, Proposition 3.2]),

our assertion is a consequence of the previous representation for 𝑘𝐿𝑘. □

In the next statement we continue using the notations introduced in Theorem 3.22 and Lemma 3.23.

Proposition 3.24. Let𝑋 be a UMD space and 1 < 𝑝 < ∞. Let𝐿 be the map defined by (3.1) with 𝜂 ∶ [−ℎ, 0] → (𝑋) a strongly
differentiable operator-valued map. Assume that the families

{
(𝐼 − 𝐵𝑘)−1 ∶ 𝑘 ∈ ℤ

}
and

{|𝑘|𝛼∕2𝑄𝑘 ∶ 𝑘 ∈ ℤ
}

are 𝑅-bounded.
Then for every 𝑓 ∈ 𝐿𝑝(𝕋 ;𝑋) there exists a unique strong 𝐿𝑝-solution of Equation (1.2).

Proof. It follows from Lemma 3.23 that the family {𝑘𝐿𝑘 ∶ 𝑘 ∈ ℤ} is 𝑅-bounded. Using (3.16) we can write

𝑘(𝑎𝑘+1𝑄𝑘+1 − 𝑎𝑘𝑄𝑘) = 𝑠𝑘|𝑘|𝛼∕2𝑄𝑘+1𝑘(𝐿𝑘+1 − 𝐿𝑘)(𝐼 − 𝐵𝑘+1)−1|𝑘|𝛼∕2𝑄𝑘

+ 𝑠𝑘|𝑘|𝛼∕2𝑄𝑘+1 𝑘𝐿𝑘(𝐼 − 𝐵𝑘+1)−1|𝑘|𝛼∕2𝑄𝑘

− 𝑠𝑘+1|𝑘 + 1|𝛼∕2𝑄𝑘+1𝑘𝐿𝑘(𝐼 − 𝐵𝑘)−1|𝑘 + 1|𝛼∕2𝑄𝑘,

where 𝑠𝑘 = 𝑒
𝑖
𝜋

2 𝛼𝑠𝑔𝑛(𝑘). This implies that the family {𝑘(𝑎𝑘+1𝑄𝑘+1 − 𝑎𝑘𝑄𝑘) ∶ 𝑘 ∈ ℤ} is 𝑅-bounded. We complete the demonstra-
tion arguing as in the proof of Theorem 3.22. □

Example 3.25. Set 𝑋 = ℂ and 1 < 𝛼 < 2. For 𝜌 ∈ ℝ ⧵ {−1}, consider the neutral fractional differential equation with finite
delay

𝐷𝛼(𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟)) = 𝜌𝑥(𝑡) + 𝑥(𝑡 − 2𝜋) + 𝑓 (𝑡), 𝑡 ∈ [0, 2𝜋]. (3.17)

Writing𝐴 = 𝜌𝐼 and𝐿𝑥⋅ = 𝑥(⋅ − 2𝜋), we obtain the abstract form of Equation (1.1). Note that𝐿𝑘 = 𝑒2𝜋𝑖𝑘 = 1 for all𝑘 ∈ ℤ. Since
𝜌 ∈ ℝ ⧵ {−1}, we observe that(𝑖𝑘)𝛼 − 1 − 𝜌 ≠ 0 for all 𝑘 ∈ ℤ. Hence the family{(𝑖𝑘)𝛼𝑁𝑘}𝑘∈ℤ =

{
(𝑖𝑘)𝛼((𝑖𝑘)𝛼 − 1 − 𝜌)−1 ∶

𝑘 ∈ ℤ
}

is bounded. Let 𝑓 ∈ 𝐿𝑝(𝕋 ). Let Γ be the map defined in (3.5). From [32, Corollary 3.6] there exists a constant𝐶 > 0
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independent of 𝑓 such that ‖Γ‖ < 𝐶 . Suppose that 𝐵 ∈ (𝑋), and ‖𝐵‖ < min
{
1, 1

𝐶

}
. According to Corollary 3.8 there exists

a unique solution 𝑥 ∈ 𝐿𝑝(𝕋 ) of Equation (3.17).

Remark 3.26. The condition that 𝐿 ∶ 𝐿𝑝([−ℎ, 0];𝑋) → 𝑋 is a bounded linear map used in our development is demanding.
However, our results can be extended to include equations of type

𝐷𝛼(𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟)) = 𝐴𝑥(𝑡) + 𝐿(𝑥𝑡) +
𝑚∑
𝑖=1

𝐶𝑖𝑥(𝑡 − 𝑟𝑖) + 𝑓 (𝑡), 𝑡 ∈ ℝ, 𝛼 > 0,

and

𝐷𝛼(𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟)) = 𝐴(𝑥(𝑡) − 𝐵𝑥(𝑡 − 𝑟)) + 𝐿(𝑥𝑡) +
𝑚∑
𝑖=1

𝐶𝑖𝑥(𝑡 − 𝑟𝑖) + 𝑓 (𝑡), 𝑡 ∈ ℝ, 𝛼 > 0,

where 0 < 𝑟𝑖 ≤ 𝑟. We have avoided this approach to simplify the reading of the text.

4 APPLICATIONS

In this last section we present an application of our results to partial neutral functional differential equations. As we have already
mentioned, equations of type (3.10) have been studied by several authors to model important physical systems. Next we consider
a fractionary version of the equation studied in [3] (see also [6,16]). Specifically, we consider the equation

𝜕𝛼

𝜕𝑡𝛼
[𝑢(𝑡, 𝜉) − 𝑞𝑢(𝑡 − 𝑟, 𝜉)] = 𝜕2

𝜕𝜉2
[𝑢(𝑡, 𝜉) − 𝑞𝑢(𝑡 − 𝑟, 𝜉)] + ∫

0

−𝑟
𝛾(𝜃)𝑢(𝑡 + 𝜃, 𝜉) 𝑑𝜃 + 𝑓 (𝑡, 𝜉), 𝑡 ∈ ℝ, 𝜉 ∈ [0, 𝜋], (4.1)

𝑢(𝑡, 𝜉) − 𝑞𝑢(𝑡 − 𝑟, 𝜉) = 0, 𝜉 = 0, 𝜋, 𝑡 ∈ ℝ. (4.2)

We assume that 𝛾 ∶ [−𝑟, 0] → ℝ is a continuous function, 𝑓 ∶ ℝ × [0, 𝜋] → ℝ satisfies appropriated conditions and 𝑞 ∈ (0, 1).
We model this equation in the space 𝑋 = 𝐿2([0, 𝜋]), and the operators 𝐴, 𝐵 and 𝐿 are given by

𝐴𝑧 = 𝑑2

𝑑𝜉2
𝑧(𝜉) with domain 𝐷(𝐴) =

{
𝑧 ∈ 𝑋 ∶ 𝑧 ∈ 𝐻2([0, 𝜋]), 𝑧(0) = 𝑧(𝜋) = 0

}
,

𝐵𝑧 = 𝑞𝑧, 𝑧 ∈ 𝑋,

and

𝐿(𝜑) = ∫
0

−𝑟
𝛾(𝜃)𝜑(𝜃) 𝑑𝜃, 𝜑 ∈ 𝐿2([−𝑟, 0];𝑋).

We assume that 𝑓 satisfies the Carathéodory conditions of order 2 and that 𝑓 (𝑡, 𝜉) is 2𝜋-periodic at the variable 𝑡. Let
𝑓 (𝑡) = 𝑓 (𝑡, ⋅). It follows that 𝑓 ∈ 𝐿2(𝕋 ;𝑋). Let 𝑥(𝑡) = 𝑢(𝑡, ⋅). With these notations, the problem (4.1)-(4.2) adopt the abstract
form of Equation (1.2). Since 0 < 𝑞 < 1, then the condition (H1) is fulfilled. It is also clear that ‖(𝐼 − 𝐵𝑘)−1‖ ≤ (1 − 𝑞)−1 and‖𝐿‖ ≤ 𝐶 , where 𝐶 =

(∫ 0
−𝑟𝛾(𝜃)

2𝑑𝜃
)1∕2

.
On the other hand, the spectrum of 𝐴 consists of eigenvalues −𝑛2 for 𝑛 ∈ ℕ. Their associated eigenvectors are

𝑧𝑛(𝜉) =
( 2
𝜋

)1∕2
sin (𝑛𝜉).

Furthermore, the set {𝑧𝑛 ∶ 𝑛 ∈ ℕ} is an orthonormal basis of 𝑋. In particular,

𝐴𝑥 =
∞∑
𝑛=1

−𝑛2⟨𝑥, 𝑧𝑛⟩𝑧𝑛
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for 𝑥 ∈ 𝐷(𝐴). Consequently, (𝑖𝑘)𝛼 belongs to the resolvent set of 𝐴 and

((𝑖𝑘)𝛼𝐼 − 𝐴)−1𝑥 =
∞∑
𝑛=1

1
(𝑖𝑘)𝛼 + 𝑛2

⟨𝑥, 𝑧𝑛⟩𝑧𝑛 (4.3)

for all 𝑥 ∈ 𝑋. Using (4.3) we can estimate ‖((𝑖𝑘)𝛼𝐼 − 𝐴)−1‖. We distinguish two cases. First, if 0 < 𝛼 ≤ 1 then 𝑅𝑒((𝑖𝑘)𝛼) ≥ 0,
which implies that

‖((𝑖𝑘)𝛼𝐼 − 𝐴)−1‖ ≤ 1√
1 + |𝑘|2𝛼 .

Second, if 1 < 𝛼 < 2 then 𝑅𝑒((𝑖𝑘)𝛼) < 0 for 𝑘 ≠ 0. In this case, for 𝑘 ≠ 0 and 𝑛 ∈ ℕ, we have

|(𝑖𝑘)𝛼 + 𝑛2| ≥ |𝐼𝑚((𝑖𝑘)𝛼)| = |𝑘|𝛼 sin(𝜋
2
𝛼

)
.

It follows that

‖((𝑖𝑘)𝛼𝐼 − 𝐴)−1‖ ≤ 1

|𝑘|𝛼 sin(𝜋

2 𝛼
)

for 𝑘 ≠ 0. Since 𝑋 is a Hilbert space, the following result is an immediate consequence of Theorem 3.22.

Corollary 4.1. Under the above conditions, if one of the following situations is verified:

(a) 0 < 𝛼 ≤ 1 and 𝐶 + 𝑞 < 1, or
(b) 1 < 𝛼 < 2 and 𝐶

sin
(
𝜋

2 𝛼
) + 𝑞 < 1,

then there exists a unique strong 𝐿2-solution of the problem (4.1)–(4.2).

Proof. We set

𝑑(𝑘) =

⎧⎪⎪⎨⎪⎪⎩

1√
1 + |𝑘|2𝛼 , 0 < 𝛼 ≤ 1,

1|𝑘|𝛼 sin (𝜋2 𝛼) , 1 < 𝛼 < 2.

In view of that, in either case (a) or (b),

‖((𝑖𝑘)𝛼𝐼 − 𝐴)−1𝐿𝑘(𝐼 − 𝐵𝑘)−1‖ ≤ 𝐶𝑑(𝑘)
1 − 𝑞

< 1,

and writing

(
(𝑖𝑘)𝛼𝐼 − 𝐿𝑘(𝐼 − 𝐵𝑘 − 𝐴)−1

)−1 = (
𝐼 − ((𝑖𝑘)𝛼𝐼 − 𝐴)−1𝐿𝑘(𝐼 − 𝐵𝑘)−1

)−1((𝑖𝑘)𝛼𝐼 − 𝐴)−1

we infer that the family {
(𝑖𝑘)𝛼

(
(𝑖𝑘)𝛼𝐼 − 𝐿𝑘(𝐼 − 𝐵𝑘)−1 − 𝐴

)−1 ∶ 𝑘 ∈ ℤ
}

is bounded in (𝑋). This completes the proof. □
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