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Backtesting is a technique for validating internal models under Solvency II, which allows for evaluating the
discrepancies between the results provided by a model and real observations. This paper aims to establish
various backtesting tests and to show their applications to equity risk in Solvency II. Normal and empirical
models with a rolling window are used to determine VaR at the 99.5% confidence level over a one-year time
horizon. The proposed methodology performs the backtesting of annualized returns arising from the accumu-
lation of daily returns. The results show that even if a model is conservative when tested out of a sample, it may

be inadequate when evaluated in a sample, thereby highlighting the problems inherent in the out-of-sample
backtesting proposed by the regulator.

1. Introduction

Solvency II is a revision of standards for evaluating the financial
situation of European insurers intended to improve risk measurement
and control. The main objectives of the new regulation are to protect
policyholders and to enhance the stability of the financial systems in the
European Union. The dissatisfaction with Solvency I, the influence of
Basel II, the Lamfalussy procedure for the elaboration of Community
financial regulation, and other international developments' have led
the European Union to establish a strong need to reform the current
solvency system. Like Basel agreements, the reform is based on three
pillars that encompass quantitative requirements (Pillar 1), qualitative
requirements (Pillar 2) and greater transparency and disclosure (Pillar
3). The starting point of Solvency II is the economic valuation of the
whole balance sheet, where all assets and liabilities are valued in ac-
cordance with consistent market principles. European companies will
have to maintain sufficient financial resources to absorb unexpected
losses and to cover the risks inherent in the insurance business. Thus,
the regulation requires the maintenance of own funds (i.e., excess of

assets over liabilities) and additional own funds® classified into three
categories (Tier 1, 2, and 3).

Solvency II consists of rules for assessing the financial conditions of
insurance companies, with the aim of ensuring that European insurance
companies have capital levels adjusted to their assumed real risk. Thus,
two capital amounts will be set: (i) economic or risk-based capital
(SCR), which is the amount associated with the actual risk taken by the
insurer; and (ii) minimum capital (MCR), which is the minimum
amount that the insurer must have. The calculation of capital may be
carried out through a standard formula or by internal models approved
by the regulator. The standard model consists of a set of mathematical
formulas that calculate capital requirements, depending on the different
risk categories. For the internal models, the introduction of partial
models that do not include all risks assumed by an insurer will be
permitted. In both cases, the amount obtained correspond to the eco-
nomic capital that insurance companies should own, measured through
the value-at-risk (VaR) with a confidence level of 99.5%.

EIOPA (European Insurance and Occupational Pensions Authority),
which from January 1, 2011 has replaced CEIOPS (Committee of
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European Insurance Supervisors), is currently responsible for devel-
oping the standard model. To perform this task, formulas for calculating
the capital for the various risks are proposed, and quantitative impact
studies on insurance are performed and used to determine for which
average the standard model calibration is adequate. In addition, in-
surers that wish to use an internal model must submit an application
stating that they met certain requirements, among them is the sa-
tisfaction of validation rules. It was established that a regular cycle of
validation of internal models must be in place, thereby allowing the
insurer to prove to the supervisory authorities that the resulting capital
requirements are appropriate. Backtesting is a validation technique that
allows evaluating the discrepancies between models and actual
achievements. Its aim is to improve the quality of an internal model by
identifying and analyzing the reasons for the deviations between the
actual values and the expected values of a model.

This work aims to establish various backtesting tests and to show
their application to equity risk in Solvency II. This work contributes to
the existing literature by presenting unpublished evidence on back-
testing under the new insurance regulation. The results show that even
if a model is conservative when tested out of a sample, it may be in-
adequate when evaluated in a sample, thereby highlighting the pro-
blems inherent in out-of-sample backtesting proposed by the regulator.

Following this introduction, Section 2 reviews the main statistical
tests for backtesting. Section 3 presents the data. Section 4 presents the
empirical study and the main findings. Finally, Section 5 presents the
conclusions as well limitations and suggestions for future research.

2. Backtesting VaR models

Under Solvency II standard model, VaR has been chosen as a widely
reported measure in financial markets for providing a simple way to
integrate different risks. VaR is the maximum loss that can be expected
in a period and the determined confidence interval under normal
market conditions. The standard model uses an analytical approach to
calculate VaR based on shocks that attempt to measure historic risk.
Internal models often determine VaR through simulation methods
based on Monte Carlo techniques, which provide greater flexibility by
not modelling each risk, thus assuming no particular hypothesis.
Formally, VaR is the loss level such that there is a probability p that
losses are equal to or greater than Y*:

VaR,(Y) = Prob(Y > Y*) =p

Since the determination of VaR can be performed using alternative
models, it is necessary to test the adequacy of the models. This is pre-
cisely the objective pursued by backtesting techniques designed to test
and validate models are grouped. Backtesting methods aim to analyze
the adequacy of internal models based on VaR and mainly consist of
statistical tests that attempt to evaluate whether the number of losses
exceeding the VaR corresponds to the theoretical percentage.

In implementing a backtesting test, three possible choices that must
be resolved: (i) sample versus out of sample, (ii) clean versus dirty, and
(iii) dynamic versus static. First, the backtesting can be done in or out of
the sample. The so-called in-sample backtesting has the problem that it
has been fitted to history against past values and therefore may not be
expected to be a relatively good adjustment. So and Yu (2006) and
Degiannakis and Xekalaki (2007) show that the best models, based on
traditional adjustment criteria within the sample, do not lead to the best
future estimates. The out-of-sample backtesting implies that the model is
validated using only observations that occurred after the end of the
period of the sample used in the model estimation; thus, a good model
within the sample could cause failures when tested out-of-sample.
Based on the statements in Article 124 of Directive Solvency II and
CEIOPS (2009), backtesting should be carried out outside the sample.
Second, clean backtesting is a comparative analysis of a portfolio model
whose composition remains unchanged. The other possible option is to
conduct a dirty backtesting on real portfolios of companies that include
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the results of the operations carried out over time. For insurance
companies, the appropriate backtesting is a clean one, because under-
lying the ideology of Solvency II is stressing the current portfolio within
one year using the corresponding worst shocks in 200 scenarios,
equivalent to VaR 99.5%. Finally, one can set either a dynamic or static
backtesting. In a dynamic backtesting, the actual values of past returns
are used to update the new estimate of VaR. Both methods seem ap-
propriate for the new framework.

Empirical papers that compared different tests in a set of Monte
Carlo experiments or using real data are, for example, Campbell (2005),
Lehikoinen (2007), Piontek (2009), Virdi (2011), Escanciano and Pei
(2012), and Evers and Rohde (2014). Papers on backtesting equity VaR
models in Solvency II are very scarce. Otero, Duran, Ferndndez, and
Vivel (2012) find that only Markov Switching Models pass all the tests
of four equity indexes at different levels of confidence. Additionally,
Moody's Analytics (2013) discusses several aspects of backtesting in-
ternal models in the context of 1-year VaR capital models. In addition,
Eling and Pankoke (2014) find that the equity capital stress is highly
sensitive to the time period considered and to the underlying definition
of returns, concluding that applying the equity standard model will lead
to systematic deviations from the proposed 99.5% confidence level.
Finally, Loois (2015) focuses on the effect of using a rolling horizon to
backtest Solvency II VaR models.

2.1. Failures function

The backtesting procedure consists of analyzing the failures induced
by the model in relation to the level of optimal failures based on the
given level of confidence with which the VaR has been estimated.
Therefore, a staple of backtesting is the calculation of the number of
times the losses exceed VaR in a given period. In this sense, we build a
sequence that takes the value of one (1) if the loss exceeds the VaR and
zero (0) otherwise:

1 if x4 > VaR,

I =
hr1(a) {0 if X111 VaR,

where VaR, is the estimated loss for the moment t + 1 using the
available information on t; x, + ; is the observed loss in t + 1, and
I, + 1(a) is an event indicator of an exception or failure in t + 1. The
result of applying the function of failures to a given series will be a
vector formed by a series of zeros and ones, which indicate whether the
losses obtained exceed or fail to exceed the VaR.

In what follows, we discuss some of the main statistical tests for
backtesting. The simplest test consists of computing the number of
failures and comparing this number with the expected number (i.e., the
unconditional coverage test). Other tests take into consideration the
hypothesis of independence between failures (i.e., the independence
test). There are also joint tests, which attempt to measure the si-
multaneous fulfilment of two conditions. Multilevel tests simulta-
neously verify the adequacy of the model for different confidence le-
vels. Finally, other types of tests analyze the relationship between the
model estimation results and the actually produced results.

2.2. Unconditional coverage test

A priori, a model will be appropriate when the number of failures
match the expected number, which should correspond to a given con-
fidence level. Otherwise, the model does not adequately measure risk.
In any case, when conducting a backtesting test for regulatory purposes,
it would have less risk to accept models that overestimate the risk than
those that underestimate it.

2.2.1. Kupiec's (1995) test or POF
The test proposed by Kupiec (1995) checks whether the number of
failures equals a through the Percentage of Fails (POF). When this
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failure proportion is different from a, the model either overestimates or
underestimates the level of risk. Therefore, the null hypothesis test is:

L X
Hy=a=a = F
where T is the number of observations and x is the number of observed
failures. POF statistical test is performed through the ratio between the
value of the likelihood function under the null hypothesis and the
maximum probability under the alternative hypothesis, which is pre-
sented in the denominator:

1 - a)~*a*
*\\ 7 x\*
(-() ")
Under the null hypothesis POF is Xdistributed with one degree of
freedom.

POF = -2In

2.2.2. Z-test
For large sample sizes, we can approximate the binomial distribu-
tion through a normal distribution. Define a statistical Z as follows:

7 = _X—al ~ N(0,1)

Ja@d —a)T
This test is a variant of the Wald test of the likelihood ratio proposed
by Kupiec (1995). An advantage of the Wald test is that it is well de-
fined for the case in which no violation occurs, which is not the case for
Kupiec's (1995) test (because the logarithm of zero is undefined).

2.3. Independence test
These tests consider the hypothesis that fails are independent.

2.3.1. Christoffersen's (1998) independence test

The test proposed by Christoffersen (1998) uses a Markovian ap-
proach to examine the probability of a failure, which depends on
whether another failure has occurred in the previous time period. If the
estimated VaR is appropriate, the proportion of failures should be in-
dependent of whether a failure has previously occurred. This means
that:

L) _ Mo
Noo + Mot nyo + ni

If these proportions differ substantially, the VaR measurement
should be questioned. Below we present a Markov's contingency table
(Table 1) for the test of independence.

Where ng, shows a non-failure at time t and at time t — 1, n;o shows
a non-failure at t but a failure at t — 1 as well as a failure at t and a non-
failure at t — 1; and, finally, n;; shows a failure at t that follows another
failure at t — 1. We will denote the total of failures by n;, and the total
non-failures by ng,. Once we formed a table with the crosstabs, we can
calculate the statistical measure as follows:
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Under the null hypothesis whereby the model is correct, the sta-
tistical POF is X? distributed with one degree of freedom.

2.3.2. Berkowitz, Christoffersen, and Pelletier (BCP) (2011) test

The test proposed by Berkowitz, Christoffersen, and Pelletier (2011)
focuses on the failed process without average or centered on the a
probability, calculated as I, — @, which is a martingale difference in the
absence of autocorrelation. Thus, for any variable Z, the following is
the set of information of an economic agent at time t:

E[(liy1 — 0)QZ] =0

If Z is specified as the latest failure without average media, i.e., (I; -
a), we obtain:

E[(Iy1 — )T — )] =0

Under the null hypothesis, the sequence of failures does not have a
first-order autocorrelation. This property is analyzed by Christoffersen's
(1998) test. More generally, however, it provides that Z; = I, _ | for
any delay k > 0:

E[(I41 = p)Iek —P)] =0

Thus, one can check if any of the autocorrelation is significantly
different from zero. Under this test, the null hypothesis is that all the
autocorrelations are zero against the alternative hypothesis that there
exists an autocorrelation that is different from zero:

Hy=y=0,fork>0
H, =y, # 0, forsome k

To show this, one can use the Ljung-Box test, which is a joint test
that examines whether the first m-autocorrelations are zero. The sta-

2
tistic is defined as Q = T(T + 2) Z(k=1) m %,where Yk is the k-th au-
tocorrelation and T is the number of observations. Q is asymptotically
X? distributed with degrees of freedom equal to the number of auto-

correlations, i.e., m.

2.3.3. CAViaR test

In addition to the past values, one should consider whether the
failures can be predicted by including other data such as recent per-
formances, the VaR levels of past periods, and failures related to other
confidence levels. Under the null hypothesis, that is equivalent to:

E[(Ii41 — a)g (I, Li—1pees Zg, Zg—1,...) ] = 0

for a function g() of the past values of failures and any other variable z,.
For example, following the methodology of Engle and Manganelli
(2004), the following regression of order n can be considered:

n n
L=a+ z Byle—x + Z B28 (Tt Te—15ees Zgs Zg—1500.) + &
k=1 k=1
For example, if we set g (I, Ii_1,..., Z¢, Zt—1,...) = (VaR¢4; — VaR), one

can test whether the f3 coefficients and the value of a are statistically
significant using the typical parameter test of significance. The model

1-— H "00+"10H"01+”11 . . . . .
POF,q = —2In ( ) that we will analyze later is given by the following equation:
(1 = Mo)"°TIp" (1 — Th)™meIy™
(Tr41 — ) = By + BTt — @) + B,(VaRyy; — VaR) + ¢
where
" n e 4+ 1 n These models are referred to in the literature as the CAViaR
IIp = " -Eln 1L = " _:_ln , I = B nm ¥ nu PR _: " (Conditional Autoregressive Value at Risk) test. One can test hypothesis
00 o1 10 1 00 ot 10 u 0 ! that fBop =0 for the coverage conditional, f3; = >, =0, for
Table 1
Markov's contingency table.
Ir—l =0 Ir—l =1
=0 Mgy L) Mg T Ny
L=1 Ny, ny Ngy + Ny
Ny + Ny N+ ny N
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unconditional coverage or the joint test o = 1 = 82 = 0.

2.4. Joint tests

An accurate measure of VaR should have properties of uncondi-
tional coverage and independence. In this sense, the tests that examine
both properties at the same time identify measures of VaR that are
deficient for failing either of the two properties. The Markov test,
proposed by Christoffersen (1998), can be extended to a joint test of
both properties. Thus, if the VaR measure also includes ownership of
unconditional coverage, then these ratios should also match the total

failure rate (a):
Mo Ngo + Mo

Roo + No1 + Nyo + N1y

Moo
Roo + No1

nyo + nyp

=a

Therefore, the whole Markov test measures whether there is any
difference in the likelihood of a failure, conditioned on whether or not
there has been a previous failure and determines simultaneously whe-
ther each of these proportions is significantly different from a. While
these tests may seem more appropriate, since both evaluate both
properties simultaneously, they have the least capacity to detect mea-
surements of VaR that only one of the two properties do not fulfil
(Campbell, 2005). The most commonly used test is obtained by adding
Christoffersen's (1998) statistical test of independence to the statistic of
Kupiec's (1995) test, which is X2 distributed with two degrees of
freedom.

2.5. Tests based on VaR multiple levels

The above tests only analyze the adequacy of VaR for a given level
of confidence. However, an accurate measure of VaR should be valid for
any level of confidence. That is, if the calculation of VaR is adequate,
99% VaR should be exceeded in 1% of the cases, 95% VaR in 5%, and so
on. In addition, failures that occur within a given level should be in-
dependent of those introduced under other levels of trust.

2.5.1. Pearson's Q test

An option proposed by Campbell (2005), called the Pearson tes-
t—applicable to multiple levels VaR—is to analyze the behavior of risk
measures for a predetermined range of values of a. This test is con-
structed as follows:

1. We define the unit interval into several subintervals, for example:
(0, 0.01), (0.01, 0.05), (0.05, 0.10), and the remainder (0.10, 1).

. We count exceptions that occur in each interval so that an exception
in the first interval exceeds 99% VaR.

. Finally, the Q test that compares the above frequencies with actual
theoretical frequencies is performed:

k 2
_ (Nuyupy — N — 1)
Q= ; N — 1)

where N, u;) is the number of exceptions in a given interval, N is the
number of temporary periods used to build the test, and u; and [; are the
upper and lower values of each interval, respectively. If the model is
appropriate, the test is approximately X* distributed with one degree of
freedom.

2.6. Correlation test

Another type of test is to analyze the correlation between the VaR
estimates and the magnitude of the returns. The traditional backtesting
tests that evaluate the performance of any risk measure focus on ana-
lyzing the level of the coverage provided, but do not address the effi-
ciency of these measures. An appropriate measure of risk has to be not
only conservative enough, i.e., provide adequate coverage, but should
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also be closely related to the exposure of the portfolio. A measure of risk
that is conservative but inefficient tends to overestimate risk in periods
of low market volatility. The simplest test is to assess the relationship
between the VaR estimates and the value of the returns. In this sense, it
would be advisable for large VaR figures to be accompanied by large
negative returns, whereas small VaR calculations must be associated
with small, negative, or positive returns.

Given that the assumption on the normality of returns is not met in
many cases, it is useful to consider a test that requires no assumption
about the distribution of the two series. Thus, the correlation coefficient
tests of Spearman's Rho or Kendall's Tau are used. Let R, be the returns
series and VaR, the VaR series, and let the coefficients of the rank
correlation be the correlation coefficient ordinate variables. The
Kendall's Tau statistical analyzes the agreements and disagreements
between pairs of data points. If the p-value of any of these tests is lower
than its level of acceptance (normally 5%), the null hypothesis that the
variables are statistically independent can be rejected and the alter-
native hypothesis that they are related can be accepted.

3. Data

In the backtesting of internal models, reached VaR levels should be
compared with returns obtained in the market. In mathematical terms,
the VaR with a level of confidence a is defined as a quantile of the
distribution of profit and loss. Assuming that asset returns are normally
distributed, the VaR is calculated as follows:

VaR, =pu +q(1 — a)o

where q (1 — a) reflects the quartile of the standard normal distribution
with the selected level of confidence, the standard deviation (o), and
the average return (). In the case of using a time series model for the
conditional mean or the conditional volatility of returns, the formula
for VaR, assuming that the residuals are normally distributed, will be:

VaRy, = p, + ¢(1 — a)o;

The VaR methodology was developed by JP Morgan in the 90s with
a focus on the banking industry. However, extrapolation of this meth-
odology to the insurance industry, which is used to medium and long-
term time horizons, is questionable. Panning (1999), Dowd, Blake, and
Cairns (2004), and Fedor (2007) discuss various problems of VaR when
applied to the insurance sector. These studies show that the estimated
long-term VaR is more difficult to obtain than the estimated short-term
VaR. This is due to the difficulty of predicting long-term volatility; thus,
as Christoffersen, Diebold, and Schuermann (1998) and Christoffersen
and Diebold (2000) state, the ability to forecast volatility appears to be
rapidly reduced as the horizon grows, and seems to largely disappear
beyond ten or fifteen day time horizons. Dowd et al. (2004) proposed a
simple technique of applying long-term average values of the para-
meters, whereas Fedor (2007) compares the different VaR time hor-
izons arising from the extrapolation of a one-day VaR by using the rule
of square root with several models (i.e., historic, covariance, and Monte
Carlo based on the normal distribution).

In the financial sector, which uses a short-term temporary horizon,
it is usually assumed that the mean (y,) is zero. This option, when ap-
plied to long-term periods, would underestimate VaR if the mean is
negative (i.e., an economic decay period) and, conversely, overestimate
VaR in the event that the average would be possible. Possible options
that may address the problems that arise in long-term horizon models
are: (i) do not use average term, (ii) use the historical term, or (iii)
determine the average based on the expected returns, which require the
so-called expert judgment.

Insurance companies normally use monthly or quarterly data, since
in many cases the time horizon of their liabilities is decades. In this
context, if a portfolio has a monthly VaR of one monetary unit (m.u.)
with a confidence level of 99.5%, it means that the portfolio has a 0.5%
chance of suffering a loss of at least one m.u. at the end of the month
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under normal market conditions. If the portfolio experienced a greater
loss of one m.u. at the end of the month, it seems a priori that the model
does not properly consider VaR. To achieve formal results, we should
perform a monthly backtesting. With a confidence level of 99.5%, we
could expect to have a failure over the next 16.67 years. This does not
seem feasible under Solvency II, as backtesting should be performed at
least annually. The option of using daily data with a temporary horizon
of daily backtesting, as used in the banking sector, does not seem ap-
propriate either; this is because, although a model that produces so
many daily failures would lead to the rejection of the model, the model
test may not be excessive in annual terms, which is how capital charges
should be calculated under Solvency II. In addition, the option of cal-
culating daily VaR and using the so-called square root rule for calcu-
lating VaR within a year would produce unrealistic results (see Dowd
et al., 2004).

The above discussion leads us to apply another method of selecting
the daily logarithmic returns and proceed to accumulate them based on
252 daily observations to obtain annual returns (i.e., the rolling
window method). To do this, we have selected the IBEX35 index, which
accumulated annual returns from January 1996 to the end of October
2013. The objective of this work is to show the application of the above
analyzed tests to backtesting of possible models. The analyzed models
will be normal model, in which the parameters are re-estimated with a
rolling window based on the last 252 observations, or an empirical
model or historical model, which calculates VaR as historical loss per-
centile of the past 252 observations. The choice of these models is
justified by the fact that the normal model was the basis of the models
used by the CEIOPS up to QIS4, whereas the empirical model underlies
the QIS5 studies. EIOPA has used in recent studies the rolling window
method for annual returns obtained from daily ones. However, in
contrast to EIOPA, the dampener effect for equities in the internal
model has not been taken into account, which means that if the stock
market is falling, insurance companies are required to obtain lower
capital charges. The logic of the dampener effect lies in the attempt to
assure that insurance companies do not undo their positions in the
equity markets during financial crises, as this would create a pro-cy-
clical effect and thereby cause major declines and deterioration for the
entire European financial insurance sector. The reason for its non-in-
clusion is that we consider that a priori it would worsen the VaR esti-
mates. The use of rolling parameters for the normal and empirical
distributions is justified by the attempt to obtain an estimate of VaR
that takes into consideration what has occurred in the most recent
scenarios, thus providing more updated estimates of market volatility
than those obtained by using the entire sample.

As shown in Table 2, the average return is positive in both cases,
with a volatility (i.e., measured by the standard deviation of the re-
turns) that has been reduced in the most recent period. Since both series
are skewed to the right and show excess kurtosis, the hypothesis of
normality of returns based on the Jarque Bera test is rejected (p-
value < 0.05). The most extreme values occur between 1996 and 2012,
especially in 2008.

Table 2
Summarized statistics of annual returns.

1996-2012 2013 (January—-October)
Average 4.98% 12.23%
Minimum — 68.85% —11.10%
Maximum 71.12% 33.48%
Deviation 25.24% 10.60%
Percentile 0,5% —58.21% —9.50%
Jarque Bera (p-value) 0.00% 0.28%
Observations 4288 214
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Table 3
p-Values associated with the different analyzed backtesting test.

2013 (January-October)

Normal Empirical
Observations 214
Excesses 0 0
Z-test 0.1499 0.1499
Pearson's Q 0.0008 0.0008
Spearman's Rho 0.0000 0.0000
Kendall's Tau 0.0000 0.0000

Note. This table shows the p-values associated with the different backtesting tests of VaR
in the out-of-sample period considered (i.e., 2013). Normal and empirical are the methods
used to estimate VaR. Z-test, Pearson's Q, Spearman's Rho and Kendall's Tau are the test
that we could estimate in the out-of-sample period.

4. Findings

First, we analyzed the function of failures of VaR at 99.5% in 2013,
taking into account the normal and empirical model (see Table 3). No
failures occur in this period under any of the models, so the model may
be appropriate for setting capital requirements because of its con-
servatism. The expected number of failures given a VaR of 99.5% in one
year is approximately 1.3; most of the tests cannot be used if no failures
occur. The Z-test does not reject the adequate models (i.e., p-value of
0.1499), whereas according to Pearson's Q test the models are in-
adequate (i.e., p-value = 0.00), given the small number of failures,
when the models are analyzed together at different VaR levels. Spear-
man's Rho and Kendall's Tau tests detected a relationship between the
VaR estimate and actual returns (i.e., p-value < 0.05); the Tau coeffi-
cient for the empirical model (normal) is in 0.40 (0.30) and the coef-
ficient Rho 0.43 (0.61). Since we cannot perform more tests for 2013,
we must consider whether these models have appropriately estimated
historical risk within the sample.

Fig. 1 allows observing what the dynamics of VaR is in relation to
the distribution of historical losses within the sample, which is used to
obtain a first approximation of the VaR model performance. Here, it can

Normal model

05

00

-1.0

T
2000

Empirical model

L

T T T T
0 1000 2000 3000 4000
Fig. 1. Time evolution for the distribution of annual losses and of VaR (1996-2012).

Note. These figures show the historical pattern of losses and value-at-risk (VaR) for the
normal and empirical model during the period from 1996 to 2012. Hits are the points

where the loss is greater than VaR.
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Table 4
p-Values associated with the different tests of backtesting.

2008 1996-2012

Normal Empirical Normal Empirical
Observations 253 4288
Excesses 40 53 102 211
POF Kupiec 0.0000 0.0000 0.0000 0.0000
Christoffersen 0.0000 0.0000 0.0000 0.0000
Joint test 0.0000 0.0000 0.0000 0.0000
BCPk =1 0.0000 0.0000 0.0000 0.0000
BCP k = 2 0.0000 0.0000 0.0000 0.0000
BCPk =3 0.0000 0.0000 0.0000 0.0000
BCPk = 4 0.0000 0.0000 0.0000 0.0000
CAViaR By 0.0110 0.0002 0.0112 0.0000
CAViaR 0.0000 0.0000 0.0000 0.0000
CAViaR f, 0.3757 0.0665 0.0993 0.1473
Pearson's Q 0.0000 0.0000 0.0008 0.0000
Spearman's Rho 0.0000 0.0000 0.0000 0.0000
Kendall's Tau 0.0000 0.0000 0.0000 0.0000

Note. This table shows the p-values associated with the different backtesting tests of VaR
in 2008 and in the overall in-sample period from 1996 to 2012. 2008 has been analyzed
separately, because it was a stressed year affected by the financial crisis. Normal and
empirical are the methods used to estimate VaR. POF, Christoffersen's (1998) test, Joint
test, Berkowitz, Christoffersen, and Pelletier's (BCP) (2011) test, CAViaR, Pearson's Q,
Spearman's Rho and Kendall's Tau are the test estimated in the in-sample period.

be seen that within the sample there have been different periods in
which excesses have occurred, highlighting the period corresponding to
2008.

Table 4 shows the p-values associated with the backtesting tests
explained in Section 2 for the normal and empirical model both for the
entire analyzed period (from 1996 to 2012) and for 2008, which is
considered a significant stress scenario. In 2008 (253 daily cumulative
annual returns), a total of 40 excesses were produced in the standard
model and 53 in the empirical model, a very high value considering the
expected number; thus, the model is not appropriate based on Kupiec's
(1995) test (i.e., p-value = 0.00). Many of these excesses are con-
secutive so the Christoffersen's (1998) test also rejects those models
(i.e., p-value = 0.00). Given that both Kupiec's (1995) test and
Christoffersen's (1998) test reject these models, the joint test reaches
the same conclusion (i.e., p-value = 0.00). The BCP test detected au-
tocorrelation for the four analyzed delays, which shows a strong time
dependence structure among failures (i.e., p-value = 0.00). The CA-
ViaR test finds that the B, parameter is statistically significant, in-
dicating that the number of failures is not in line with the probability a,
and the f; parameter, which again shows a positive relationship among
failures (i.e., p-value = 0.00). Pearson's Q detects that the models are
not adequate when jointly analyzed, by finding the VaR at the level of
99.5%, 97.5%, and 95% (i.e., p-value = 0.00). Spearman's Rho and
Kendall's Tau tests detected a strong relationship between the carried
out VaR estimate and real returns (i.e., p-value = 0.00), which was
stronger than in the case of the empirical model. The Tau coefficient for
the empirical model (normal) was at 0.93 (0.90) with a Rho coefficient
0.79 (0.70). The reader might think that these results may be due to the
extreme of annual returns in 2008; it is therefore useful to analyze the
results within a longer time period.

In the period from 1996 to 2012 (i.e., 4288 daily cumulative annual
returns), a total of 102 excesses were produced in the normal model and
211 in the empirical model (see the last columns of Table 3), thus in-
dicating again that the new models are inadequate based on Kupiec's
(1995) test (i.e., p-value = 0.00). For Christoffersen's (1998) test, the
BCP test for the four analyzed delays and the CAViaR test (the S,
parameter takes the value 0.81 for the normal model and 0.65 for the
empirical model) both find strong time-dependence relationship among
failures. In addition, the parameter 3, in the CAViaR test is once more
statistically significant and positive, indicating that the number of
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failures is higher than expected. Pearson's Q test detects that the models
are not suitable when analyzed together with different levels of con-
fidence, as there are too many failures. Once more, Spearman's Rho and
Kendall Tau tests detect a relationship between the VaR estimate and
the real returns, which was even stronger than in the empirical model.
The Tau model for the empirical coefficient (normal) is 0.53 (0.48) and
the Rho coefficient is 0.68 (0.63). Thus, we can conclude that the
number of failures in the models is excessive at different levels of
confidence, that failures are auto-correlated and that there is a re-
lationship (either positive or negative) between the VaR estimate and
the returns.

The results show that even if a model seems to be conservative out-
of-sample, it may nevertheless be inadequate judging by its historical
performance. To the extent that the time horizon of investors in insurers
is usually medium to long-term, we believe that a fundamental aspect to
consider in the approval of an internal model is the model's suitability
to represent historical scenarios. In addition, since the internal models
should be periodically adapted to new developments, the adjustment
within the sample with a certain time delay determines that the model
has to be validated posteriori with the new data, which were previously
outside the sample.

5. Conclusion

Solvency II allows using of internal models, approved by the reg-
ulator, based on certain requirements. Such models will have to over-
come a validation test, whereby a set of tools (i.e., stress tests, scenario
analysis, etc.) are grouped where backtesting is found. The objective of
the backtesting is to demonstrate to the authorities that the resulting
capital requirements are appropriate when comparing the expected
results with the actual results. In this sense, Article 124 of Directive
Solvency II and CEIOPS (2009) are inspired by an out-of-sample
backtesting. Although we agree that theoretically this approach can be
more appropriate, especially for banks, from a more practical point of
view, we propose to extend in-sample backtesting for the insurance
industry using a long-term horizon,. In this sense, we try to prove that a
good model should not only try to measure future risk, but should also
conform to the historical scenarios. This is partly reflected in Guideline
42 on the use of internal models (EIOPA, 2014), which establishes that
an insurer must “validate the internal model under a wide range of
circumstances that have occurred in the past or could potentially occur
in the future.” Because a Solvency II backtesting should be performed at
least annually, the option of using daily data with a temporary horizon
of daily backtesting, as used in the banking sector, does not seem ap-
propriate; thus, we employ annual returns.

This paper has proposed a practical methodology for backtesting,
encompassing the adjustment of the two commonly used models, the
normal and the empirical model, to calculate VaR. We used daily ob-
servations and accumulated annual returns using a rolling window of
252 days. The models fit their values based on the yields observed over
the past year. We used time series of a Spanish equity index (i.e.,
IBEX35), where the sample has been divided into two periods and
corresponding techniques: in-sample backtesting from 1992 to 2012
and out-of-sample backtesting from January to October 2013. The ob-
tained results show that the models reach non-failure out-of-sample.
When the results are analyzed in-sample, they are rejected on the basis
of Kupiec's (1995) and Christoffersen's (1998) test, the Joint test, BCP
test, a variant of the so-called CAViaR test, and a test of various levels
(i.e., Pearson's Q test) and displayed an excessive number of failures.
This leads us to conclude that a model should not only work well
outside the sample, as is currently required in Solvency I, but must also
be able to properly reflect the risk assumed in historical settings.
Otherwise, a model could be judged suitable solely because the time
period analyzed outside the sample is stable or slightly volatile. Since
internal models should be regularly adapted to new developments, the
adjustment within the sample, with some degree of time delay,
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determines that the model should be validated retrospectively with new
data, which initially were unavailable. In addition to recommending
applying inside- and outside-of-sample backtesting, we also advise in-
surance companies to use different backtesting tests, since each of them
measures different desired properties of the function of failures. Finally,
as required by regulation, backtesting must be completed with other
validation techniques such as stress testing or sensitivity analysis. Fu-
ture research is necessary to pick the most suitable models and the
inclusion of the dampener effect in determining capital requirements
for equities (see Majri & De Lauzon, 2013). Another extension is to
consider backtesting for Expected Shortfall (ES) or TailVaR (TVaR) in-
stead of VaR, because ES is in general a better risk measure than VaR
(Kratz, Lok, & McNeil, 2016). A limitation of our study is that to
properly judge the outcome of a backtest when a model is backtested
using a rolling window, the insurance company must keep in mind that
the probability of finding an extreme event will increase and should
therefore correct this increased probability (see Loois, 2015).
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