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ABSTRACT

The importance of Global Navigation Satellite System
(GNSS)-based earthquake early warning for modeling large
carthquakes has been studied extensively over the past decade,
and several such systems are currently under development. In
the Pacific Northwest, we developed the Geodetic First
Approximation of Size and Timing (G-FAST) GNSS-based
earthquake early warning module for eventual inclusion in the
United States west-coast-wide ShakeAlert system. We also cre-
ated a test system that allows us to replay past or synthetic
earthquakes to help identify problems with both the network
architecture and the algorithms. Here, we report on the per-
formance of G-FAST during three large megathrust earth-
quakes in Chile: the 2010 M, 8.8 Maule, the 2014 M, 8.2
Iquique, and the 2015 M|, 8.3 Illapel. Magnitude estimates
based on peak ground displacement would be available between
40 and 60 s after the origin time for the three earthquakes, with
a magnitude bias less than 0.3 magnitude units. Centroid mo-
ment tensor and finite-fault-slip estimates show good agree-
ment with prior results and are available between 60 and 90 s
after the origin time. Furthermore, we test the impact of
epicentral location errors, latency, and data dropouts on the
robustness and timing of alerts and show no significant vari-
ability in the results. Finally, we discuss implications for earth-
quake and tsunami early warning in Chile.

INTRODUCTION

Traditional earthquake early warning (EEW) systems estab-
lished to date have relied upon seismic data either from strong-
motion accelerometers or broadband seismometers. Those
systems generally use several seconds of P-wave data, cither the
displacement (P,) or frequency content (z;*, 7,), to quickly
ascertain the magnitude, hypocenter, and origin time (OT) of
an event, which in turn is converted to a prediction of ground
motion at a location (Allen and Kanamori, 2003; Wu and
Zhao, 2006). However, seismic EEW systems tend to suffer
magnitude saturation; that is, above a certain magnitude, the
magnitude estimate is biased low (Wu ¢z al., 2006; Brown ez al.,
2011). Global Navigation Satellite System (GNSS) methods do
not suffer the problem of magnitude saturation, due to the
direct measurement of the ground displacement (Crowell ¢z 4L,
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2013; Melgar ez al., 2013). Although GNSS data processed in
real time have significantly greater noise than in seismic instru-
ments (1 cm horizontal, 3-5 cm vertical; Genrich and Bock,
2006), it has been shown to reliably capture earthquake ground
motions above M, 6 in the near field (Geng er al, 2013;
Melgar, Geng, ¢t al., 2015). Several GNSS-based EEW modules
have been proposed for inclusion in the United States west
coast ShakeAlert system (Given et al., 2014) under develop-
ment by the US. Geological Survey (USGS), including
Geodetic Alarm System (GlarmS; Grapenthin ez al, 2014),
Bayesian Evidence-based Fault Orientation and Real-Time
Earthquake Slip (BEFORES; Minson er al, 2014), and
Geodetic First Approximation of Size and Timing (G-FAST;.
Crowell e al, 2016). Another algorithm, Real-Time
GEONET Analysis System for Rapid Deformation monitor-
ing (REGARD), is being developed in Japan (Kawamoto ez 4/,
2017). GlarmS and BEFORES both use rapidly computed
coseismic displacements to obtain a model of fault slip, the
details of which vary considerably between the two modules;
however, they provide invariably similar products, that is,
coseismic slip models. The G-FAST system consists of two
modeling modules to rapidly determine earthquake source
characteristics. The first module uses the peak ground displace-
ment (PGD) to provide a point-source magnitude estimate
(Crowell ez al., 2013; Melgar, Crowell, ez al., 2015). The sec-
ond module is a centroid moment tensor (CMT)-driven finite-
fault (FF) inversion (Crowell ef 4/, 2012) that uses the coseis-
mic displacements to first invert for a point-source CMT from
which two fault planes are created on which to invert for slip.
This second module is similar to the BEFORES method except
that the orientation of the fault plane is determined with a
point-source CMT rather than in a Bayesian framework.
We developed a test system to evaluate the system perfor-
mance of G-FAST within the ShakeAlert framework. The test
system permits us to replay cither real or synthetic data and
vary key parameters, such as latency, noise, and dropouts. The
first test performed was on synthetic data of the 2001 M, 6.8
Nisqually earthquake in Washington (Crowell ez al, 2016).
The Nisqually test case was important because it is a fairly
common type of event in Puget Sound (roughly 30-50 yr
recurrence; Ichinose et 4/, 2004) and a situation where both
seismic and geodetic EEW work well, but is toward the lower
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limit of sensitivity for geodetic EEW. In the Nisqually test, it
was determined that the PGD module was able to provide a
first alert in 17 s after OT, roughly 5 s slower than Elarm$
(Kuyuk ez al., 2014), with similar magnitude estimates. This
updated magnitude from G-FAST would be available 6 s before
strong shaking is felt in Seattle. After 30 s, the magnitude and
depth estimates from PGD were fully stable for the Nisqually
carthquake and close to the final postprocessed estimates
(M,, 6.7 and 51 km depth). The CMT-driven FF estimates
were available in 38 s after OT and fully stable after 50 s. The
FF could not ascertain the correct fault plane, an issue that was
seen in other postprocessed studies of the Nisqually earthquake
(Ichinose er al., 2004; Kao er al., 2008). In both modeling
modules, it was determined that dropouts were the largest
source of variability in the model results, indicating that net-
work hardening (i.c., telemetry upgrades) is key for operational
carly warning.

Because of the lack of historical scismicity in the Cascadia
region, it is important to test G-FAST in other subduction
zones with sufficient GNSS coverage. Between 2010 and
2016, there have been seven M, >8 carthquakes across the
globe, of which three struck offshore Chile: the 27 February
2010 M, 8.8 Maule, the 1 April 2014 M, 8.2 Iquique, and the
16 September 2015 M, 8.3 Illapel. Subsequent to these events,
the Chilean national GNSS network, operated by the Centro
Sismoldgico Nacional (CSN), expanded greatly to over 150
continuous GNSS stations, providing the best recordings of
great carthquakes with GNSS outside of Japan. The GNSS sta-
tion density in Chile is currently comparable with the Cascadia
region of the Plate Boundary Observatory.

In this article, we highlight the performance of the
G-FAST test system using high-rate (1 Hz) GNSS data from
the three recent great earthquakes in Chile, with the end goal of
assessing the performance and feasibility of using G-FAST in
Chile for earthquake and tsunami early warning. We test sev-
eral different error conditions (latency, data completeness, and
epicentral location uncertainty) to ascertain the robustness of
source-parameter estimation over time. The speciﬁc source
parameters we consider are magnitude, depth, nodal planes, slip
azimuth, rake, peak slip values and locations, and final slip
models. We also investigate the evolution of source parameters
over time and compare our results with previously published
results.

G-FAST OVERVIEW AND TEST ENVIRONMENT

G-FAST is an EEW module that uses event triggers from
seismic algorithms within ShakeAlert, either single-algorithm
based (i.e., ElarmS, Kuyuk ez 4/, 2014; or OnSite, Bése ez 4l.,
2009) or the result of the DecisionModule (single event
solution based on many algorithms). When an alert is received,
modeling is initiated. First, the PGD scaling module deter-
mines the magnitude of the event from the peak three-
component displacement observed at each station. The PGD
module uses a 3 km /s travel-time mask to exclude stations that
have not undergone strong shaking yet. Second, the

CMT-driven FF inversion runs using the coseismic displace-
ments to determine the fault orientation and slip on the fault.
The CMT inversion utilizes the static displacement field
Green’s functions for a moment tensor in a homogeneous half-
space presented by Hashima ez 4/ (2008). Using the nodal
plane orientations (strike and dip) from the CMT, we create
two fault planes with length and width defined by scaling re-
lationships from Wells and Coppersmith (1994), subdivided
into 10 along-strike and 5 along-dip segments. Green’s func-
tions are defined by Okada’s formulation (Okada, 1985), and
we use the generalized smoothness equation of Crowell ez al.
(2012) with Laplacian regularization. The coseismic displace-
ments are computed on all stations within a 2—km/s travel-
time mask. Both modules are updated every second for up
to 5 min, and multiple events can be modeled in parallel.
The results of each module are then sent back to the Decision-
Module in which an event update would be issued. Note, a
next-generation DecisionModule based on ground-motion
prediction is being investigated (Minson and Cochran, 2015)
to accommodate the finite-source information provided by the
geodetic modules.

The G-FAST test system presented by Crowell er al
(2016) uses exactly the same modeling core used by the live
version, except that the front-end data handling is modified
to read data and event messages from files to simulate a real-
time environment. The test system allows us to run iterations
with simulated conditions to identify weaknesses in the net-
work and the algorithms as well as obtain formal uncertainties.
Normally, G-FAST is triggered by XML messages delivered
through an ActiveMQ exchange listening to the ShakeAlert
DecisionModule. The pertinent information used by G-FAST
is the earthquake OT, the epicentral location, the seismically
determined magnitude, and a unique event ID. Because there
was not an analogous system to ShakeAlert running in Chile at
the time, we create an XML message that G-FAST ingests
based upon the carliest available USGS National Earthquake
Information Center (NEIC) OT and epicentral location. An
overview of the individual event parameters is available in
Table 1. The CSN implemented rapid source characterization
after the Maule carthquake from scismic data that provides
information in several minutes; we note the performance for
Iquique and Illapel in Table 1. In those events, the CSN lo-
cations are 65 and 14 km from the NEIC locations for Iquique
and Illapel, respectively, and as more stations have been added,
location uncertainties have improved. To take into account ex-
pected location uncertainties, we add additional capability into
the G-FAST test system, which varies the starting location by
up to 20 km in any direction for each iteration. This value
roughly matches the expected offshore epicentral uncertainty
in ShakeAlert for Cascadia (Hartog ez 4l., 2016).

DATA AND SIMULATIONS

Figure 1 shows all the stations available for each of the three
carthquakes. There were 25 GNSS stations available for Maule,
22 for Iquique, and 53 for Illapel (Fig. 1). For Maule, only six
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A Figure 1. Global Navigation Satellite System (GNSS) stations
used to model each of the earthquakes. The squares, circles, and
diamonds indicate the stations used for the Maule, Iquique, and
lllapel earthquakes, respectively. Note that some stations are
used for multiple events and have overlapping symbols. The solid
line offshore indicates the trench axis from Slab1.0 (Hayes et al.,
2012). The unfilled squares show the current state of the Centro
Sismolégico Nacional (CSN) GNSS network in Chile in 2017.
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A Figure 2. Example waveforms for the closest station to each
event. GNSS stations are (a) CONZ, 107 km from the Maule epi-
center, (b) PSGA, 68 km from the Iquique epicenter, and (c) CNBA,
67 km from the lllapel epicenter. OT, origin time.

Table 1
Overview of Earthquake Parameters
Earthquake M, Latitude (°S) Longitude (°W) Depth (km) Strike/Dip/Rake (°) Source
Maule 8.8 35.909 72.733 35.0 17/14/108; 178/77/86 NEIC
Maule 8.8 35.980 73.150 23.2 19/18/116; 172/74/82 Global CMT
lquique 1.8 19.570 70.860 44.0 NA CSN, 7 min
lquique 8.2 19.610 70.769 25.0 358/12/107; 161/79/87 NEIC
lquique 8.1 19.700 70.810 21.6 355/15/106; 159/76/86 Global CMT
llapel 12 31.520 71.810 11.0 NA CSN, 5 min
llapel 8.3 31.573 71.674 22.4 353/19/83; 180/71/92 NEIC
lllapel 8.3 31.130 72.090 17.4 7/19/109; 166/72/83 Global CMT
National Earthquake Information Center (NEIC) location is first hypocenter; nodal plane is W phase. CMT, Centroid Moment
Tensor; CSN, Centro Sismoldgico Nacional.
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stations are less than 500 km away, simply due to the GNSS
network installed at the time, which does impact alert timing
results presented later. Extensive network densification oc-
curred after Maule, such that 21 of the 22 stations used in this
study are within 500 km for the Iquique event 4 yrs later. The
GNSS data are processed using the precise point-positioning-
with-ambiguity resolution (PPP-AR) method with final
International GNSS Service (IGS) orbits (Geng e al., 2013).
Using IGS ultra-rapid orbits would result in greater noise lev-
els, but for these earthquakes, the signal-to-noise ratios are large
enough that the effects on our results would be minimal (meter
level displacements with 1-5 cm level noise). Figure 2 shows
the north, east, and up displacement waveforms for the closest
stations to each event.

For cach carthquake, we run 1000 random realizations of
G-FAST using the latency (6 s Poisson distribution), dropout
(15% data loss), and location error (20 km epicentral variation)
conditions, as well as one simulation with all three error con-
ditions. We do not include the data noise condition into the
simulation because the time series are the actual recordings of
the carthquakes with noise already included. The data dropout
case randomly removes 15% of the data from every waveform,
which is well above the standard data loss in real-time GNSS
networks; note, there is no temporal or spatial correlations of
data dropouts which could exacerbate the impact of dropouts
on source estimates. We perform an additional test under ideal
conditions using none of the error conditions to obtain a base-
line performance. Our final results are reported at 3 min after
the OT, although the time when the solutions are stable is
much less than this, as noted throughout the Results section.

RESULTS

Table 2 gives an overview of the final parameter estimates at
180 s and their associated uncertainties for the different simu-
lations, as well as the first alert times for the PGD and CMT/FF
module. Figure 3 shows the probability density functions (PDFs)
of PGD magnitude bias as a function of time after OT for the
four simulations. The PDFs show the probability of a simulation
solution at each time step; a probability of 1.0 means that all
1000 iterations of the simulation at a specific time had that
value. The PDFs of CMT magnitude bias, depth bias, and mean
nodal plane bias (difference between main and auxiliary strike/
dip/rake) as a function of time are shown in Figure 4 for the
simulation under all error conditions. The CMT magnitude,
depth, and nodal plane biases are with respect to the final Global
CMT parameters (see Table 1). Figure 5 shows the PDFs of the
FF results for the simulation under all error conditions. Con-
tained within Figure 5 is the FF magnitude bias, peak slip depth
bias (with respect to the Global CMT depth), the weighted aver-
age rake, the peak slip, and the location of peak slip at 180 s after
OT. In Figures 3-5, the ideal solutions with no error conditions
are shown with a solid black line. The final ideal slip model and
composite slip model (spatial average of all models) from the
simulation with all error conditions are shown in Figures 6-8

for the Maule, Iquique, and Illapel earthquakes, respectively. The

composite slip model in Figures 6-8 gives a sense of the overall
stability of the FF solutions. The maps are separated into grids
(0.5° by 0.5° for Maule and 0.25° by 0.25° for Iquique and Ill-
apel), and a box is filled only if a slip solution existed in the box
in any of the 1000 simulations. Each of the boxes is colored by
the average of any slip values that exist within the box for all the
simulations. Note, if only five simulations had a point on a fault
within the box, the sum of the slip is divided by 5 rather than by
1000. The standard deviation of slip for the composite slip mod-
els is also shown in Figures 6-8.

Maule

An overview of the PGD simulation results is presented in Ta-
ble 2, and the PDFs of magnitude bias as a function of time
after OT are shown in Figure 3. The first PGD results are avail-
able 58 s after OT in the ideal case, with a magnitude of 8.74.
This result varies slightly, down to a minimum of M|, 8.64
before settling into a magnitude of 8.68. The latency simula-
tion is the only one that appreciably changes the first alert time,
unsurprisingly by 6 s, the same as the mean of the Poisson dis-
tribution from which the latency is derived (see Table 2). The
location error simulation has a first alert time roughly the same
as the ideal case, although with a 2.6 s standard deviation, due
to moving the earthquake closer or further away from the first
four stations. The four simulations (latency, location error,
dropouts, and all three conditions) show very little variability
in the PGD magnitude results; however, the location error con-
dition does result in the largest range of magnitude estimates
(0.40 magnitude units). Adding latency, as expected, delays the
initial magnitude estimate by on average 6 s but has little effect
on the magnitude itself. Dropouts show some variability prior
to 120 s, with almost none after. This is due to the nature of
how offsets are estimated. Early in the earthquake, missing data
will impact the estimation of offsets more, leading to higher
variability in the solutions. As time goes by, a dropout has less
impact on the offset estimation coupled with more data being
available, so some missing data will have minimal impact.
Table 2 shows the standard deviation of the final magnitude
estimates for the four simulations, further demonstrating the
importance of the location error condition. As expected,
latency and dropouts have standard deviations of 0.01 magni-
tude units or less, whereas the location error standard deviation
has 0.07 magnitude units, close to the 0.08 magnitude units for
the simulation with all error conditions.

Figure 4 shows the PDFs of the CMT results for the sim-
ulation with all three error conditions. In the ideal case, the
CMT results are first available in 82 s after OT, with a mag-
nitude of 8.80, a depth of 35 km, and with nodal planes of 187°
and 25° 81° and 10°, and 87° and 107" for strike, dip, and rake,
respectively. The Global CMT nodal plane results are 172° and
19° for strike, 74° and 18° for dip, and 82° and 116° for rake. By
3 min, only six stations are used to compute the CMT, and the
results are essentially the same. The simulation shows little vari-
ability in the magnitude, depth, and mean nodal plane bias.
The CMT depth estimate is biased by roughly 10 km with
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the solid black line. Magnitude biases are with respect to the Global Centroid Moment Tensor (CMT) values in Table 1.
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respect to the Global CMT depth; however, the NEIC hypo- and the location of peak slip (at 3 min) for the simulation

center depth is exactly the same as we find, 35 km. under all error conditions. The first alert times are the same
Figure 5 shows the FF PDFs of magnitude bias, peak slip here as the CMT results (because they use the same offsets
depth, the weighted average rake, the peak slip along the fault, and offset time criteria). The ideal magnitude starts at
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labeled GNSS is the final ideal CMT.

M, 8.75 and increases to M, 8.76, 132 s after OT. The sim-
ulation magnitude bias is effectively the same, with a peak range
of magnitude biases of 0.15 magnitude units. The peak slip
depth is roughly a few kilometers deeper than the Global
CMT depth (23.2 km); the simulation range is between 2
and 6 km deeper, with the ideal solution between 4 and 5 km.
Delouis e# al. (2010) find the peak slip location at around

30 km depth, roughly in line with our observation. They also
find a peak slip value of about 20 m, which is at the top end of
our simulations. The ideal case starts out at 13 m of peak slip
and increases to 14.5 m by 3 min. The simulations generally
exhibit greater slip, with a range between 14 and 21 m of slip.
Given the coarseness and simplicity of our fault grid, having
lower levels of peak slip is to be expected because the slip is
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spread out over a larger area to conserve moment, although the
Maule values are in remarkable agreement with Delouis ez 4/,
(2010) and Tong ez al. (2010).

Our weighted average rake (weighted by total slip on a
patch) is in line with a mostly dip-slip event, with the ideal
solution starting at 115° before settling down to 107°. The sim-
ulations tend to be more dip-slip dominated (between 95° and
115°), although a small subset of solutions has a rake of roughly
68°. This small set of solutions with a different rake is due to
changing the epicentral location enough that a different set of
stations are used because of the travel-time mask.

When looking at the location of peak slip, we see a subset
of solutions with peak slip locations roughly 1.5° in latitude
further south from the majority of solutions. Because neither
the Iquique nor Illapel event displays this behavior, we attribute
this effect to the dearth of stations contributing to the Maule
solution. The variability in most of the source parameters dis-
cussed is also the greatest in the Maule case. Nevertheless, the
majority of solutions have a peak slip location around 35.6° S.
Both Delouis ez /. (2010) and Tong ez al. (2010) show a peak
slip location slightly farther north at 35° S.

Figure 6 shows the ideal slip model and the composite slip
model (average of all 1000 simulations), indicating that the
coarseness of our fault grid can explain some of the bias south-
ward, because each fault patch covers roughly 0.5° along strike.
The composite slip model in Figure 6 gives a sense of the overall
stability of the FF solutions. The composite slip model has a
fairly similar structure to the ideal slip model, and there is very
little slip prescribed outside the area of the ideal slip model.
Although slip models are inherently nonunique, the fact that the
composite slip model behaves similar to the ideal model and has
similar structure to previous studies (main slip patch concen-
trated north of Global CMT location) gives confidence in the
robustness of the simulation solutions. The standard deviation of

slip in the composite slip model shows that most of the slip vari-
ability is near the center of the main slip patch, near the coast.

lquique
The PGD results for the Iquique earthquake are available eat-
liest of the three events. The first alert in the ideal case is at 42 s
after OT, with a magnitude estimate of M, 7.97 (Fig. 3). In
the ideal case, there is some variability (0.16 magnitude units)
for 6 s before the magnitude settles into M, 8.07 for the re-
mainder of the 3 min, right in line with the Global CMT mag-
nitude of M, 8.1. As with Maule, the simulation with the
location error condition bears the most similarity to the sim-
ulation under all error conditions; the latency and dropout
conditions only cause variability in the first 5-10 s. The total
range of magnitude estimates for the simulation with all error
conditions at all times is 0.48 magnitude units; the standard
deviation, however, is much tighter at 0.03 magnitude units.

The initial ideal CMT nodal planes are 330° and 163° for
strike, 36° and 55° for dip, and 80° and 97° for rake, available in
57 s after OT. The Global CMT nodal plane results are 355°
and 159° for strike, 15° and 76° for dip, and 106° and 86° for
rake, which is roughly a 15° average nodal plane bias. At 63 s
after OT, the ideal nodal plane results converge to 355° and
175° for strike, 52° and 38° for dip, and 90° and 90° for rake
where they stay within a degree for the remainder of the
simulation. The initial ideal depth estimate is 45 km with a
magnitude of 8.45. This higher bias persists until 63 s after
OT, at which it converges to the final answer of 34 km depth
and a magnitude 8.32. Both the depth and magnitude are
biased with respect to the NEIC and Global CMT values by
roughly 9-12 km and 0.12-0.22 magnitude units.

The FF results have a similar variability to the CMT
results between 57 and 63 s after OT and then converge to the

final results for magnitude, peak slip depth, rake, and peak slip
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(Fig. 5). Once the FF results stabilize, none of the source
estimates present much variability, further evidenced by the
simplicity of the composite slip model and the standard
deviation of slip in Figure 7. Most studies of the Iquique earth-
quake place a rather compact slip distribution just south of the
hypocenter, with peak slips ranging from 5 to 7 m and a main
slip patch roughly 150 km by 150 km (An ez al., 2014; Hayes
et al., 2014; Yagi et al., 2014). Our solution is in line with these
results, with a peak slip just above 5 m, a slip azimuth and rake
angle indicating slip slightly north of west, and a peak slip
depth of 27 km. The simulation with epicentral location errors
provides the greatest variability; however, all FF source esti-
mates exhibit very low variability.

lllapel
The Illapel PGD results (Fig. 3) show the smallest amount of
variation of any of the events, with a first alert at 55 s and the
magnitude estimate varying by less than 0.05 magnitude units
for the remainder of the event for the ideal case. The magni-
tude is slightly low by less than 0.1 magnitude unit. The
location error simulation causes the most variability but it is
essentially negligible, with a total magnitude range of 0.1 mag-
nitude units and standard deviation of 0.02 magnitude units.
The CMT results tell a very different story than the PGD
results (Fig. 4). The magnitude variation is roughly the same as
the PGD case, but there are significant biases in both the source
depth and mean nodal plane bias. The initial CMT magnitude
estimate is available in 77 s in the ideal case, with a magnitude
of 8.32, a depth of 43 km, and with nodal planes of 311° and
189°, 39° and 67°, and 38° and 123° for strike, dip, and rake,
respectively. The Global CMT nodal plane results are 7° and
166° for strike, 19° and 72° for dip, and 109° and 83° for rake.
The source estimates vary little for the remainder of the ideal

simulation. The final source depth is significantly biased by
about 28 km, and the mean nodal plane bias is 25.4° in the
ideal case (sce Table 2). We attribute these biases to the large
distance between the epicenter and centroid locations, which is
roughly 63 km. Of note however, the initial slip azimuths
(strike minus rake) are 272° and 67° compared with the Global
CMT values of 258° and 83° indicating that the GNSS
displacements are guiding the inverted deformation pattern ap-
propriately. For the simulations, the most appreciable variabil-
ity is in the depth estimate, dominated by the cpicentral
location error. The simulation with all error conditions has a
depth standard deviation of 6.7 km, which is smaller than con-
sidering epicentral location errors alone (13.2 km) due to a
smoothing effect of removing data from the simulation. The
magnitude estimates all have a standard deviation less than 0.03
magnitude units for all simulations and the nodal plane bias
varies by only about a degree even though it is biased heavily.

The FF results behave similar to the CMT results. The
initial ideal magnitude is slightly low at 8.18 and gradually in-
creases to a final magnitude of 8.25. The peak slip depth is also
biased deeper by roughly 11 km, with a weighted average rake
of 37°. The initial peak slip is 6.2 m and increases to a final
value of 7.0 m. Previous studies found peak slip values between
5 and 10 m (Heidarzadeh ez al., 2016; Melgar, Fan, ¢z al., 2016;
Tilmann ez al., 2016; Ye et al., 2016). The location of peak slip
in the simulation with all error conditions (Fig. 5) is just south
of the Global CMT location, between 31.25° S and 31.5° S.
Our final ideal slip model (Fig. 8) is roughly in line with back-
projection results from Ye ez al. (2016); however, the results
from Heidarzadeh ez 4/, (2016) and Tilmann ez 4. (2016) have
their main fault patches slightly north of 31° S. The Melgar,
Allen, er al. (2016) source model using several datasets and
methods including GPS, strong motion, tide gauge, and tele-
seismic backprojection have a major fault patch in line with
ours south of 31° S, as well as one north of 31° S, in line
with Heidarzadeh e 4/ (2016) and Tilmann er 2/ (2016).
The composite slip model (Fig. 8) for the simulation with
all error conditions shows greater variability than the Iquique
or Maule earthquake. As with the CMT, we sce a considerable
rotation of the fault plane; however, the slip azimuth is roughly
due west at 272° (Table 2). The standard deviation of slip in
the composite slip model shows all the variability in the off-
shore region near the main slip patch.

Addition of Grid Search for CMT and PGD Modules

Although the nodal plane results for Maule and Iquique were
close to the Global CMT values, the values for Illapel were
highly rotated due to the large discrepancy between the epicen-
ter and centroid locations. To this end, we added additional
capabilities into G-FAST for a full grid search for both the
CMT and PGD modules. For the grid search, we minimize the
L1 norm of the residual displacements (predicted minus actual
displacements). The grid size is customizable, but for the pur-
poses here, we search in 1° in all directions at 0.05° grid spacing,
at 1 km in depth increments. Figure 9 shows the final ideal
CMT and FF results for the Illapel earthquake with the grid
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search enabled. The new CMT location is 31.30° S, 72.19° W,
and 32 km deep, with magnitude predictions of 8.58 and 8.50
for the CMT and FF, respectively. The nodal planes are much
more consistent with the Global CMT results, with 2.26° and
163.43° for strike, 42.94° and 48.62° for dip, and 104.02° and
77.29° for rake. The final slip model has a peak slip of 8.0 m.
The location of peak slip shifts northward slightly (see Fig. 9 vs.
Fig. 8), roughly centered on the Global CMT location, more in
line with previous studies. The addition of the grid search in
these examples is also computationally fast; in the C version of
G-FAST for the Illapel case, the CMT grid search is capable of
running each epoch (here 1 s) in well under 1 s. The speed of
the grid search will depend on the number of stations and the
number of grid points, but we are confident that it will remain

computationally expedient in the future when considering
more stations.

Simulation Variance

In the Results section, we discussed briefly the results of all four
simulations; however, much of the discussion was focused on
the simulation using all three error conditions. It is useful,
however, to look more carefully at the variability of the differ-
ent simulations as a function of time. Figure 10 shows the stan-
dard deviation of magnitude estimates for the different
simulation conditions: latency, location error, dropouts, and all
three conditions. The effects of the different simulations is
significantly different for PGD scaling than for the CMT/FF

inversion; however, they all follow similar patterns.
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For PGD scaling, the effects of dropouts is at least an
order of magnitude less than any of the other simulations
throughout the whole time history of the simulations. The
latency simulation mimics the curve of the simulation with
all error conditions for the first 10-20 s before dropping
off toward insignificance. The epicentral location-error simu-
lation follows the simulation with all error conditions closely
for all three earthquakes, indicating that the impact of location
errors is the most significant. The final standard deviation of
magnitude for PGD scaling is 0.08, 0.03, and 0.02 magnitude
units for the Maule, Iquique, and Illapel earthquakes, respec-
tively, and the results drop below 0.1 magnitude units at 84, 56,
and 69 s after OT.

The interplay between the three error conditions is very
different when using the coseismic displacements for the
CMT/FF inversion. The latency and location simulations now
both follow closely the simulation with all error conditions.
The impact of latency here is surprising; however, with so few
stations contributing toward the solutions here, latency can
have an impact over a much longer time span due to removing
or adding a specific station to the solution at different times.
Dropouts have the biggest impact on the Iquique earthquake,
with an almost equivalent importance to location uncertainty.
Most surprising is that the impact of location errors for the
lapel earthquake is greater than the simulation with all error
conditions. This would indicate that removing data or altering
the order of data flow would calm the effect of location errors
due to the already large distance between the hypocenter and
centroid for the Illapel earthquake.

DISCUSSION AND CONCLUSIONS

The PGD module works well in modeling the magnitude of all
three earthquakes without modification and using the Crowell
et al. (2016) regression coefficients. The CMT/FF module,
however, requires the addition of a full CMT grid search to
minimize orientation biases of the fault planes in the event
in which the hypocenter and centroid are significantly far
apart; this was the case for the Illapel earthquake. Nonetheless,
while the orientation of the fault plane was biased for Illapel,
the rake angle in both the CMT and FF compensates to align
the slip azimuth with the true rake, minimizing the impacts of
the orientation bias. This is still a serious issue with regard to
ground-motion prediction and, to a lesser extent, tsunami pre-
diction. For ground-motion prediction, the minimum distance
to the surface projection of the slip surface, the Joyner—Boore
distance (e.g., Boore ez al., 1997), and the minimum distance to
the rupture plane have the greatest impacts on strong ground
motion outside of site effects. A rotation of the rupture plane
will impact both of these distance measures and cause an over-
estimation of ground motion where the fault is rotated toward
land (the southern part of the fault surface in Fig. 8) and an
underestimation in ground motion where the fault is rotated
away from land (the northern part of the fault in Fig. 8).
Although it is difficult to assess the true impacts toward
ground-motion prediction because it is highly dependent on

a number of factors (epicenter, centroid, slip model, orienta-
tion biases, depth biases, local geology, etc.), we recognize that
minimizing any biases in the inverted slip model will help
ameliorate biases in the ground-motion prediction. Moreover,
with near-field tsunami prediction, a good model of seafloor
deformation is required, which is still possible given fault-plane
orientation biases, as long as the slip azimuth is correct. None-
theless, Melgar, Allen, ez al. (2016) showed that, using a very
simple source model derived from PGD magnitudes, one could
obtain a near-field tsunami warning map (at the prefecture or
county level) with minimal errors. With more complex rupture
models based on a FF inversion or a kinematic inversion, a
more granular view of tsunami inundation is possible, all
within a matter of minutes.

We have shown given the current network of GNSS
stations in Chile, unsaturated real-time source models of great
carthquakes would be available and stable within a few
minutes. The PGD, CMT, and FF models are all robust against
common network-wide error conditions, such as latency, data
completeness, and epicentral location uncertainty. Good slip
models (with rake angles in line with the true slip azimuth)
can still be obtained with long ruptures or ruptures where the
hypocenter is far from the centroid, although we added grid
searching capabilities to G-FAST to minimize any orientation
biases that may arise. These models have the potential to pro-
vide coastal communities in Chile with extra warning time of
impending strong shaking and tsunami inundation with direct
implications for human and financial loss reduction.

DATA AND RESOURCES

The raw Global Navigation Satellite System (GNSS) data used
in this study are publically available at http://www.sismologia.cl/
(last accessed May 2017). Processed displacement waveforms are
available upon request to the corresponding author in Seismic
Analysis Code (SAC) format and were created by Jianghui
Geng, Wuhan University, and Diego Melgar, University of Cal-
ifornia Berkeley. Global Centroid Moment Tensor (CMT) in-
formation is available at http://www.globalcmt.org/CMTsearch.
html (last accessed May 2017). We utilized the following U.S.
Geological Survey (USGS) National Earthquake Information
Center (NEIC) event pages for the information presented in
Table 1: Maule, https://web.archive.org/web/20100301114502/
http://earthquake.usgs.gov:80/earthquakes/eqginthenews/2010/
us2010tfan/; Iquique, https://earthquake.usgs.gov/earthquakes/
eventpage/usc000nzvdffexecutive; and Illapel, https://earthquake.
usgs.gov/earthquakes/eventpage/us20003k7a#executive (all last
accessed May 2017). B4
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