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1.  Introduction

In a traditional semiconductor photovoltaic cell electrons are 
excited from the valence band (VB) to the conduction band 
(CB). The efficiency of a solar cell is closely related to the gen-
eration of photoinduced electron-hole pairs and their recombi-
nation before being extracted. Moreover, a large amount of the 
converted photon energy is lost due to the rapid thermalization 
of carriers with energies higher than those of the semicon-
ductor band gap. Hence, the limiting conversion efficiency 
for a single-junction solar cell is given by the assumption of 
extracting completely thermalized carriers from a single band 
gap absorber, namely, the Shockley–Queisser (SQ) limit [1].

Several ways to exceed the SQ limit have been explored 
by several researchers. Multi-junction solar cells (MJ-SC) 
based on the spectral splitting principle have been devised, 
achieving conversion efficiencies over 40% [2, 3]. However, 
due to their high manufacturing cost, they are only used in 
concentrator systems and space applications. Another concept 
for high conversion efficiency is the idea of a hot-carrier solar 

cell (HC-SC) [4, 5], in which photo-generated carriers of high 
energies are extracted before they are completely thermalized 
[4, 5], but are not yet competitive to MJ-SCs. A third approach 
is to increase the photocurrent via two-step photoexcitation by 
using an isolated intermediate-band (IB) as a stepping stone 
[6, 7]. The latter approach is the subject of the present work.

Inserting a partially filled IB into the forbidden band gap 
enables two additional transitions to the unoccupied bands 
(VB  →  IB and IB  →  CB), allowing the absorption of sub-
bandgap photons [8–10]. This process yields enhancement of 
the photocurrent without degrading the open-circuit voltage. 
Additionally, it reduces the energy losses due to the thermal 
relaxation of the optically excited carriers [11]. Under illu-
mination, the Fermi level splits into three quasi-Fermi levels, 
one each for both the VB and the CB, and one for the IB [7]; 
thereby, three absorption bands are capable of producing 
an electron-hole pair. This kind of solar cell could achieve 
efficiencies higher than those established by the SQ limit of 
40.7% for single-junction solar cells under full concentration. 
The theoretical limiting efficiency for IBSCs is estimated to 
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be as high as 63.2% for a semiconductor with a band gap of 
1.98 eV [7], comparable to the efficiency for optimized triple-
junction solar cells [7, 12].

The quest for finding optimal IBSCs has been focused on 
semiconductor-dopant systems that naturally exhibit an IB 
[13–15], quantum dot solar cells (QDSCs) [16–20] and highly 
mismatched alloys (HMAs) [11, 21, 22]. In QDSCs, the con-
fined states of a periodic array of quantum dots (QDs) lead 
to the formation an IB, whereas in HMAs the IB appears as 
a consequence of a band anti-crossing mechanism due to the 
localized orbitals of an isovalent dopant that perturb the CB 
states segregating a band from these states. Several semicon-
ductors doped with transition metals have been proposed as 
good candidates for IBSCs [23–26]. Depending on the nature 
of the semiconductor symmetry, transition metals could intro-
duce their d orbitals in the band gap, allowing the formation 
of an isolated IB when their concentration is sufficiently 
high. Since the pioneering work of Wahnón and Tablero [8], 
numerous theoretical studies based on density functional 
theory (DFT) have proposed candidates to realize IB mat
erials: Ti-doped GaAs [8, 27] and GaP [28]; Ti- [15, 29–31], 
N- [32], and Au- [33] doped Silicon; Ti- [34], Cr- [35], and 
Sn- [36] doped CuGaS2; and V-doped SnS2 [26, 37]. Recently, 
Seminovski et al [38] investigated the formation of an inter-
mediate band in CdTe:Bi due to the formation of (Bi i-VCd) 
complexes. However, later it was experimentally observed 
that Bi doped CdTe exhibits an amphoteric behavior and, at 
high concentrations, Bi occupies a Te lattice position [39]. On 
the other hand, the QD approach was applied for the first time 
by Luque et al [40]. They investigated the operation of IBSC 
prototypes fabricated from InAs quantum dots and have shown 
that the quasi-Fermi levels of the conduction and intermediate 
bands are well separated, supporting the fundamental theory 
underlying the operation of the IBSC. Later, Blokhing and co-
workers [41] observed efficiencies of over 18% with  ∼1% gain 
in the short-circuit current density in a AlGaAs/GaAs single-
junction cell; Ahsan et al [22] measured a two-photon excita-
tion in an intermediate-band solar cell based on GaNAs; and 
more recently, López et  al [42] fabricated IBSC prototypes 
based on InGaAs/Al0.3Ga0.7As and reported, for the first time 
at room temperature, a sub-bandgap photocurrent generated 
by two optical transitions and the generation of an open-cir-
cuit voltage above the photon energy absorption threshold. In 
addition, several groups have investigated solar cells based on 
highly mismatched alloys. Yu et al [43, 44] were the first to 
produce an IB material based on HMAs. Wang and co-workers 
[11] demonstrated a ZnTe:O-based solar cell with an overall 
increase of 50% in power conversion efficiency when com-
pared with a reference cell without an IB. Later, López et al 
[21] developed an IB solar cell based on GaNxAs1−x, which 
exhibits an open-circuit voltage of 0.92 V at room temperature, 
far exceeding the open-circuit voltage of 0.42 V of the refer-
ence cell.

Despite the fact that the IB scheme has been demon-
strated in several systems, to the best of our knowledge high 
efficiency IBSCs have not yet been produced. In the present 
work, we show that Sn-doped CdTe is a suitable candidate for 
the development of full-spectrum solar cells. Motivated by its 

promising role in cost-effective thin-film photovoltaics [45–
47] and a breakthrough in the open-circuit voltage reported 
early this year [48], we investigated CdTe as host semicon-
ductor for IB photovoltaic applications. Based on the state-
of-the-art DFT  +  GW formalism [49, 50], we investigated the 
formation energies, charge transition levels and quasiparticle 
defect states of several tin-related impurities in CdTe. Our 
results indicate that Sn occupying a Cd site in CdTe intro-
duces an isolated IB near the midgap. Moreover, the optical 
spectrum obtained from the solution of the Bethe–Salpeter 
equation shows that this band allows the absorption of sub-
bandgap photons, suggesting CdTe:Sn as a promising candi-
date for high-efficiency IBSCs.

2.  Methods

2.1.  Computational methods

We apply plane-wave supercell density functional theory 
calculations using the Quantum-ESPRESSO package [51]. 
All calculations used a plane-wave basis set with a 36 Ry 
cutoff and a 200 Ry cutoff to represent the charge density. We 
applied the generalized gradient approximation functional of 
Perdew, Burke, and Ernzerhof (PBE) [52] to account for the 
exchange-correlation effects. Electron–ion interactions were 
described by GBRV ultrasoft pseudopotentials [53] The defect 
calculations were performed using large 512-atom supercells 
that allow us to sample the Brillouin zone at the Γ point only. 
All the atoms were fully relaxed until the forces on every atom 
were less than 0.025 eV 

−
Å

1
.

The quasiparticle energies were calculated within the many-
body G W0 0 approximation to the electron self-energy using the 
WEST code [54, 55]. We used 200 projective dielectric eigen-
potential basis vectors to represent the dielectric matrix and 
30 Lanczos steps for evaluating the irreducible polarizability. 
Optimized norm-conserving Vanderbilt pseudopotentials 
(ONCV) [56] with 20 and 16 valence electrons for Cd and Te 
atoms, respectively, and a plane-wave energy cutoff of 70 Ry, 
were employed. For the absolute position of the VBM we used 
∆ = −E 0.74VBM  eV, as obtained in [57] employing the GWΓ 
approximation. Our calculated quasiparticle band gap for bulk 
CdTe is 1.56 eV, in excellent agreement with the experimental 
band gap of 1.5 eV measured at room temperature, as well as 
with previous calculations [58]. Moreover, the optical prop-
erties of the defects and host semiconductor are addressed, 
including the electron-hole interaction in the excited state by 
solving the Bethe–Salpeter equation (BSE) [59]. The calcul
ations were done using the ABINIT code [60, 61]. We consid-
ered only the resonant part of the Bethe–Salpeter Hamiltonian, 
i.e. the Tamm–Dancoff approximation [62].

2.2.  Formation energies and chemical potentials

The formation energy of a defect in the charge state q and 
arbitrary ionic configuration is expressed as [50, 63]

[ ] [ ]= − +E E E qER R ,q
f

q ref F� (1)
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( )∑ µ µ≡ + ∆ +E E n ,
i

i i iref bulk
CdTe ref

� (2)

where [ ]E Rq  is the total energy of the system in the charge 
state q and ionic configuration R, Eref is the energy of a refer-
ence system, and ni is the number of atoms of species i. The 
integer ni takes a positive (negative) value when the species i 
is added (removed) from the supercell. µ∆ i is a relative chem-

ical potential for the ith atomic species referenced to µi
ref, 

which is a reference energy for the elemental bulk form. The 
conventional reference state for each chemical element is the 
phase of that element at standard conditions, i.e. the solid bulk 
phases for Cd, Te, and Sn. We neglected the effects of temper
ature and pressure, thus the reference energies were directly 
obtained from DFT total energies. To obtain the CdTe phase 
under a certain chemical environment, the chemical potentials 
satisfy the equation

[ ]µ µ∆ +∆ = E CdTe ,f
Cd Te� (3)

where [ ]E CdTef  is the formation energy of CdTe, which is 
calculated to be  −0.91 eV, in excellent agreement with the 
experimental value of  −0.96 eV [64]. To avoid the formation 
of secondary phases of Sn with the host atoms, the chemical 
potentials should also satisfy

⩽ [ ]µ µ∆ +∆ E SnTe ,f
Sn Te� (4)

where [ ]E SnTef  is the formation energy of SnTe, which we 
found to be  −0.59 eV, in good agreement with the exper
imental value of  −0.63 eV [64]. The chemical potential of tin 
is restricted by ⩽ ( [ ] )µ µ∆ −∆Emin 0, SnTef

Sn Te .
In the Te-rich condition µ∆ = 0Te  and µ∆ = −0.91Cd  eV, 

then

⩽µ∆ −− 0.59eV.Sn
Te rich� (5)

In the Cd-rich condition µ∆ = −0.91Te  eV and µ∆ = 0Cd , 
then

⩽µ∆ − 0eV.Sn
Cd rich� (6)

2.3.  DFT  +  GW formalism

The most widespread model of electronic structure calcul
ations for point defects in semiconductors is based on the 
density-functional theory. However, DFT suffers from the 
self-interaction error [65] and from the absence of the deriva-
tive discontinuity of the exchange-correlation potential [66], 
which lead to a number of systematic errors such as the 
underestimation of the band gap of semiconductors and insu-
lators. Moreover, when the self-interaction error is properly 
canceled, the ground state total energy E(N) should be linear 
in the electron number N [67, 68]. Otherwise, approximate 
functionals give rise to convex or concave behavior, overstabi-
lizing either the delocalized or the localized electron density, 
respectively [69].

Hybrid functionals that mix a fraction of nonlocal Fock 
exchange with local density approximation (LDA) or 

generalized gradient (GGA) functionals have demonstrated 
to correct the band gap problem to a large extent. Moreover, 
it has been shown that they give an excellent description of 
the electronic structure for both the perfect crystal and defect 
states, provided the defect states are more host than impurity 
related [70]. However, the defect systems are composite sys-
tems in which the defect states and the host states may experi-
ence different screening, and thus one has to be cautious in 
choosing the mixing and screening parameters [71, 72].

The DFT  +  GW approach [49, 50, 73] combines DFT with 
the many-body Green’s-function formalism. According to 
equation (1), the formation energy of a defect in the charge 
state q  −  1 is given by

[ ] [ ] ( )= − + −− − − −E E E q ER R 1 .q
f

q q q1 1 1 1 ref F� (7)

By adding and substracting first [ ]−E Rq q1  and then [ ]E Rq q , we 
have

{ }
{ }

[ ] [ ] [ ]

[ ] [ ]

[ ]

[ ]

= −

+ −

+ −

≡ + + −

− − −

− − −

E E E

E E

E E

E E E E

R R R

R R

R

R ,

q
f

q q q q q

q q q q

q
f

q

q
f

q

1 1 1

1 1 1

F

QP relax F

�
(8)

where Rq corresponds to the minimum energy configuration 
for the charge state q.

Similarly, adding first [ ]+E Rq q1  and then substracting 
[ ]E Rq q  to equation (7), we have

{ }
{ }

[ ] [ ] [ ]

[ ] [ ]

[ ]

[ ]

= −

+ −

+ +

≡ + + +

+ + +

+ + +

E E E

E E

E E

E E E E

R R R

R R

R

R .

q
f

q q q q q

q q q q

q
f

q

q
f

q

1 1 1

1 1 1

F

QP relax F

�
(9)

The first term in equations (8) and (9) is a quasiparticle energy 
( )EQP , which corresponds to the addition or removal of a single 
electron to a reference system. This quantity is not accurately 
described within DFT, but it may be evaluated using the GW 
approximation [74, 75]. Using Kohn–Sham wave functions 

ψn k,
KS and energies ε n k,

KS as a zeroth-order approximation in the 
construction of G and W (known as G W0 0 approximation), we 

calculate the quasiparticle energies En k,
QP within a first-order 

perturbation theory approximation as

( )ψ ψ= + |Σ − |εE E V ,n k n k n k n k n k,
QP

,
KS

,
KS

,
QP

xc ,
KS

� (10)

which comes from replacing the Kohn–Sham exchange-corre-
lation potential Vxc with the self-energy operator Σ. When the 
reference state is an open-shell system, we use spin-polarized 
DFT calculations as mean-field starting points for G W0 0. Due 
to the high computational demands of the calculations, we 
employed a cubic 64-atom supercell to evaluate the quasi
particle corrections to the Kohn–Sham eigenvalues at the Γ 
point only. Then, these corrections were applied to the KS 
eigenvalues of 512-atom supercells to obtain the quasiparticle 
energies with respect to the average electrostatic potential of 
pristine CdTe. We note that the quasiparticle corrections are 
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largely invariant with respect to the supercell size [35, 50, 76] 
and we consider the finite-size effects at DFT level.

The second term in equations (8) and (9) corresponds to the 
ionic relaxation energy ( )Erelax  of the system to its new min-
imum-energy configuration after the addition or removal of a 
single electron. This term can be calculated at the DFT level 
since we avoid the computation of energy differences between 
systems with different electronic configurations. In this work, 
we calculate the relaxation energies using 512-atom supercells.

2.4.  Comparison with the generalized gradient  
approximation (GGA)

According to our results, the electronic structure of the inter-
mediate-band material is qualitatively well described at the 
DFT-PBE level despite the well-known problem of band gap 
underestimation in GGA. The impurity band appears near 
the middle of the band gap, as in the G W0 0 approximation. 
Interestingly, this intermediate-band (which is mainly derived 
from Sn 5s states) does not track the shift of the valence band 
maximum or the conduction band minimum, indicating that 
the quasiparticle corrections depend on the character of the 
electronic states, thus there is no simple ‘scissor rule’ to obtain 
the quasiparticle band structure.

2.5.  Reference energy for the DFT  +  GW scheme

The DFT  +  GW formalism relies on the quality of at least one 
formation energy calculated within the DFT. This energy is 
used as a reference to obtain the formation energies for different 
charge states by using equations (8) and (9). A key observation 
is that when all the valence bands are full and all the conduc-
tion bands are empty, the self-interaction error (which artifi-
cially raises the VBM) will mostly cancel in the first difference 
of equation (1). For example, starting from q  =  +2, the forma-
tion energies for (SnCd) in the charge states (0), (−1), and (−2) 
can be computed by the successive application of equation (8).

The formation energies used as a reference in this work are 
shown in table 1.

3.  Results and discussion

3.1.  Defect formation energies of Sn impurities

The formation energy provides information on the stability of 
a given defect or impurity and determines its concentration 
through a Boltzmann relation [77]:

/= −C N e ,E kT
s q

f
� (11)

where Ns is the number of possible defect sites, k is Boltzmann’s 
constant, and T is the temperature. To determine the energeti-
cally most favorable lattice site for Sn in CdTe, the formation 
energy of the tin atom at each charge state was calculated at 
the interstitial and at the substitutional Cd and Te sublattices. 
In addition, we studied the ( )−Sn VCd Cd  complex, since it has 
been established that the dominant intrinsic defect in CdTe is 
the Cd vacancy (VCd) [78–80], which is believed to be associ-
ated with foreign impurities as well as with native defects.

The formation energies of Sn at different lattice sites are 
shown in figure 1 as a function of Fermi energy, for Te-rich 
and Cd-rich growth conditions. In the Te-rich growth condi-
tion, we observe that the most stable is the substitutional site 
(SnCd), where Sn acts as deep double donor. It has a relatively 
low formation energy, exhibiting a (+2/0) charge transition 
level at VBM  +  0.85 eV. This result is in good agreement 
with the experimental measurements [81, 82]. As shown in 
figure 2(b), an isolated IB is introduced near the middle of the 
band gap. This energy level is mainly dominated by the Sn 5s 
states (figure 3(b)) and is discussed in the next section.

According to our results, the interstitial tin (Sni) is tetra-
hedrally coordinated by Cd atoms and is stable only in the 
double positive charge state. Its electronic structure has no 
levels in the band gap, which is consistent with the fact that all 
bonds are satisfied. In the Cd-rich limit, its formation energy 
is lower than that for (SnCd) when the Fermi level is close to 
the VBM. On the other hand, under n-type conditions (SnCd) 
in the neutral charge state might be favored.

In addition, it is widely accepted that Te-rich CdTe films 
have p-type conductivity and a high concentration of Cd vacan-
cies [83, 84]. As (VCd) is a relatively shallow double acceptor, 
it should tend to be in the double negative charge state. 
Therefore, in order to preserve the crystal electroneutrality, 
the formation of ( −SnCd VCd) complexes may be favored [85]. 
Our results show that this complex is a deep acceptor with 
electron trapping levels calculated at VBM  +  1.10 eV (0/−) 

Table 1.  Defect formation energies used as reference for the 
DFT  +  GW scheme. The Fermi energy is set equal to the valence 
band maximum (all values are given in eV).

Reference system Ef (Te-rich) Ef (Cd-rich)

( )+SnCd
2 −1.43 −1.11

( )−Sn VCd Cd
0 1.04 2.27

( )SnTe
0 3.32 1.82

( )+Sni
2 −0.61 −1.20

Figure 1.  Calculated formation energies of Sn impurities in various 
charge states as a function of the Fermi level inside the band gap 
corresponding to (a) Te-rich conditions and (b) Cd-rich conditions. 
The numbers next to the lines indicate the charge state.

J. Phys. D: Appl. Phys. 50 (2017) 035501
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and VBM  +  1.24 eV (−/−2), respectively. Its electronic 
structure exhibits a deep energy level in the band gap, mainly 
derived from the contribution of Sn 5s states similar to (SnCd).

Next, we turn to the substitutional tin (SnTe). According to the 
work of Lany et al [86], at Td symmetry the tellurium vacancy 
introduces a singlet a1 state and a triplet t2 state. In the neu-
tral charge state, the a1 state is fully occupied by two electrons 
and the t2 state is empty, thus no Jahn–Teller effect is expected 
[87]. However, when a Sn atom occupies the vacancy site its 
four valence electrons will partially fill into the t2 state, leaving 
the system in an electronic degenerate state. In this case, the 
system would be unstable with respect to symmetry-lowering 
distortions that minimize the total electronic energy. Our results 
show that a distortion from Td to C3v removes the degeneracy 
stabilizing the system. These localized energy levels are likely 
to act as harmful recombination centers. Fortunately, the forma-
tion energy of (SnTe) is high in both Te-rich and Cd-rich grown 
conditions, so it is unlikely to form at a substantial concentra-
tion. It is worth noting that our results for (SnTe) strongly differ 
from [88], in which a small 16-atom supercell was employed 
and the Jahn–Teller distortion was not considered.

Finally, our results suggest that (SnCd) and (Sni) might 
tend to push the Fermi energy to higher values in the band 
gap, which is consistent with the n-type conductivity 

experimentally observed in CdTe:Sn [89]. In addition, recent 
results have indicated that the lifetime and hole density are 
simultaneously increased by annealing the samples in a Cd 
overpressure [48]. Moreover, a Cd-rich environment would 
favor Sn incorporation via interstitial or kick-out [90] diffu-
sion mechanisms, as the formation energy of (Sni) is lowered 
with respect to the Te-rich limit.

3.2.  Suppressing non-radiative recombination

It is known that the impurities that introduce localized states 
in the band gap increase non-radiative Shockley–Read–Hall 
recombination [91, 92]. Moreover, when the ground state 
energy of those defects is well separated from the band-edges 
(by a large energy of the order of tenths of an electronvolt), 
it has been proposed that carrier capture by such centers 
should be accompanied by the simultaneous emission of many  
phonons (lattice-relaxation multiphonon emission) [93].

In semiconductors, electrons in the conduction and valence 
bands are characterized by delocalized Bloch wave functions 
extending across the whole crystal. In contrast, the electrons 
in the deep traps are well localized in the sense of Anderson 
[94]. Moreover, when a free electron (or hole) is captured the 
system becomes strongly out of equilibrium, since the charge 

Figure 2.  Electronic band structures of (a) perfect CdTe, and (b) CdTe containing a single (SnCd) impurity, calculated in a 216-atom 
supercell. The vertical arrows represent photon absorptions.

Figure 3.  (a) k-resolved total density of states of CdTe containing an isolated (SnCd) impurity, and k-resolved projected density of states 
corresponding to (b) Sn 5s (c) Sn 5p, and (d) Sn 4d atomic orbitals (in states/eV), calculated in a 64-atom supercell. (a) Total. (b) Sn 5s.  
(c) Sn 5p. (d) Sn 4d.
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formerly distributed across the whole crystal is suddenly 
closely packed around the impurity. After carrier capture, the 
system can be described as a bound electron (or hole) plus a 
highly excited vibrational state, and there follows a relaxation 
process involving the release of the excess energy as lattice 
phonons.

On the other hand, when the impurity concentration is high 
(so that the Mott transition is produced) the atomic wave func-
tions localized in different impurity atoms overlap and lose 
their localized character. It is often said that an impurity band 
is formed as the banding or ‘resonance’ energy between dif-
ferent sites becomes larger as compared to the variation of 
the local electric fields, due to nearby ionized acceptors and 
donors. In this scenario, carrier trapping does not involve a 
large charge movement in the space, and thus trap-assisted 
non-radiative recombination can be suppressed. Experimental 
confirmation of this fact has been recently reported in [23] 
and [95].

Moreover, delocalization by means of a Mott transition is 
expected for concentrations above  × −5.9 10 cm19 3 at 300 K. 
However, high impurity concentrations could cause Sn starts 
to form aggregates or the formation of a Cd1−xTeSnx ternary 
alloy. Thus, for good quality samples, a moderate doping level 
just above the Mott transition would be recommended.

3.3.  Isolated intermediate-band

As was noted in the introduction, several semiconductors 
doped with transition metals have been proposed as good 
candidates for IBSCs. However, metal-dopant 3d states that 
form the IB are rather localized, leading to low sub-bandgap 
absorption coefficients. Thus, transition metal doping may not 
be the best approach to build high-efficiency IBSCs [36]. In 
the case of CdTe:Sn, an isolated intermediate band is formed 
when a Sn impurity occupies a Cd vacancy site. Further 
insights can be gained from the k-resolved projected density 
of states shown in figure 3. It reveals that this impurity band 
is derived mainly from Sn 5s states, which are also hybridized 
with the Te 5p orbitals that largely contribute to the extended 
states of the conduction band minimum. This s-derived IB 
allows three direct band gap transitions (VB  →  IB, IB  →  CB, 
VB  →  CB), as depicted in figure 2(b).

3.4.  Partial filling of the intermediate-band

According to the IB scheme, the intermediate band should be 
isolated and partially filled in order to allow three direct band 
gap transitions. Moreover, the occupancy of the IB may vary 
with light intensity, cell voltage, density of IB-states, thick-
ness of the material, concentration of native defects and its 
position in the band gap of the host semiconductor. From the 
theoretical point of view, predicting the occupancy of an IB 
in thermodynamic equilibrium is actually a very challenging 
task. For example, first-principles calculations predict the 
existence of a partially filled IB in V-doped In2S3 [96, 97]. 
However, Hall measurements reveal an excess n-type car-
riers due to intrinsic donors in In2S3 and VxIn(2−x)S3, thereby 
biasing the Fermi energy toward the conduction bands. As a 

consequence, the IB is largely filled and exhibits photocur
rent response only to illumination wavelengths with an energy 
equal to or greater than the host semiconductor band gap [98].

In the case of CdTe, most polycrystalline films require high 
growth temperatures (450–  �600 C) resulting in Te excess (due 
to the loss of Cd during the growth process) and p-type con-
ductivity [99]. According to figure 1, Sn atoms would tend to 
transfer their electrons to uncompensated acceptors such as 
(VCd). If the concentration of Sn donors exceeds the concentra-
tion of shallow acceptors, (SnCd) might tend to be in the neutral 
charge state, pinning the Fermi energy at (+2/0) and thereby 
leading to n-type conductivity. More importantly, the Fermi 
energy is most likely to be pinned over the IB that will form 
when the concentration of Sn impurities is increased above 
the insulator-to-metal transition described in section 3.2. It is 
worth mentioning that (SnCd) could also act as an effective 
electron trap for concentrations below the Mott transition, 
explaining the  ∼0.7-0.8 eV C-band deep-level recombination 
observed in photoluminescence measurements [100].

Another way to achieve the partial filling of the IB was 
proposed by Strandberg and Reenaas [101]. They have shown 
that partial filling can be also achieved by optical pumping 
or photofilling when the cell is exposed to concentrated light. 
Moreover, a photofilled IBSC can give efficiencies compa-
rable to those of a prefilled IBSC.

3.5.  Optical properties

In order to investigate the optical behavior of Sn-doped CdTe, 
we calculate its absorption spectrum from first principles. We 
focus on a single substitutional tin impurity occupying a Cd 
site (SnCd). The electron-hole interaction is included on the 
level of the BSE, which yields both bound and unbound, i.e. 
resonant excitations. The defect calculation was performed in a 
× ×3 3 2 supercell of CdTe containing a single impurity, which 

corresponds to a concentration of Sn atoms of 2.8%. The BSE 
Hamiltonian was constructed including four valence bands and 
eight conduction bands in the electron-hole basis set. We used 
a × ×3 3 4 k-grid shifted along the (0.11, 0.12, 0.13) direction, 
which is interpolated to a much finer × ×6 6 8 grid by using the 
scheme proposed by Gillet et al [102]. Our tests show that these 
parameters are sufficient to obtain a well-converged BSE spec-
trum within 0.1 eV. It is worth mentioning that a considerable 
improvement in efficiency was obtained by using the memory-
efficient technique recently proposed in [102].

The optical absorption spectrum is described by the imagi-
nary part of the macroscopic dielectric function { ( )}ωεIm M , as 
shown in figure 4. As expected, in the case of undoped CdTe, 
no absorption is observed in the energy region below the band 
gap edge. After doping, the absorption increases significantly 
in the band gap region, due to the isolated IB states introduced 
by the dopant 5s orbitals. The absorption peak at about 0.8 eV 
is due to transitions between the intermediate and conduction 
bands, suggesting that the IB allows optical transitions for sub-
bandgap photons. Moreover, the contribution due to the trans
itions between the valence bands and the intermediate band 
starts at about 0.9 eV. Our results are in agreement with the 
optical transmittance spectra of CdTe and CdTe:Sn reported 
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in [89] (in this reference, the sample CdTe:Sn1 corresponds 
to a Sn concentration of 3.59%). In our opinion this is a clear 
indication of the IB existence. Unfortunately, the maximum 
wavelength explored in [89] (1100 nm) is too short to verify 
the strong absorption peak induced by IB  →  CB transitions.

4.  Conclusions

In summary, we have investigated the possibility of increasing 
the photocurrent in CdTe photovoltaic material via two-step 
photoexcitation by using an intermediate-band as a stepping 
stone. We have investigated the formation energies, charge 
transition levels and quasiparticle defect states of several 
tin-related impurities in CdTe, within the DFT  +  GW theor
etical approach. Our calculations indicate that Sn occu-
pying a Cd site in CdTe induces a (+2/0) transition level at 
VBM  +  0.85 eV. The electronic properties of (SnCd) reveal the 
existence of an isolated impurity band mainly derived from Sn 
5s states. Moreover, it exhibits the lowest formation energy 
under Te-rich conditions, suggesting a stable impurity.

In addition, we investigated the optical properties of Sn-doped 
CdTe based on the solution of the Bethe–Salpeter equation. The 
optical spectrum shows a strong absorption at photon energies 
near 0.8 eV, which are attributed to transitions between the IB 
and the CB. Furthermore, our results indicate that electrons are 
also excited from the VB to the IB and from the VB to the CB. 
Therefore, we propose Sn-doped CdTe as a good candidate 
for highly efficient intermediate-band solar cells, which could 
potentially overcome the Shockley–Queisser limit.
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