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a b s t r a c t 

In this paper, a general method to establish the asymptotic behaviour of solutions to multi- 

order multiple time-varying delays nonlinear systems is proposed. The method, relying on 

vector Lyapunov-like functions and on comparison arguments, reduces the asymptotic sta- 

bility problem to verify a Hurwitz property on a suitable matrix. Many results in integer 

order systems can be easily generalized to multi-order systems since the obtained condi- 

tions are order-independent. The latter fact is exploited to obtain robust results when the 

derivation order is uncertain. To establish the method, robust multi-order multiple time- 

varying delays linear positive systems are studied generalizing previous results existing in 

the literature. Two illustrative examples are presented, the main one providing conditions 

for asymptotic stability of a multi-agent multi-order system with time-varying delay. 
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1. Introduction 

A multi-order (also called multivariable [1] , mixed-order [2] , or incommensurate) fractional system is a set of fractional

differential equations (those involving fractional derivatives) where each equation is allowed to have its own differential

order. As fractional systems have been mainly used to get empirical models of complex processes [3] , the importance of

the qualitative study of multi-order fractional systems becomes evident as they represent the most encompassing structure.

Moreover, in applications of fractional operators to classic integer order problems, these systems naturally appear (as we

will see in an example). 

One of the main topics in the qualitative study of differential equations is stability and asymptotic behavior. Although

most of the research has been focused on the study of systems where each equation has the same differentiation order,

some results have been obtained for the multi-order case. The linear case has been studied in [4,5] . Convergence for a class

of Lipschitz nonlinear systems was studied in [6] . In [2] an integral method is proposed to show boundedness of solutions in

the nonlinear case. In [7] a method is developed to study external stability for input-output multi-order initialized fractional

systems. 

A quite general method to study the stability for the initial value problem of multi-order nonlinear systems, like the

Lyapunov method for integer order systems, has not been yet fully developed. A significant contribution in this direction,

however, has recently appeared in [1] , where the reader can also find related works and their gaps. In that paper, a method
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is proposed based on a comparison argument and on the knowledge of asymptotically stable multi-order fractional systems

(this method also appears in [6] ). For the latter, the authors invoke Laplace transform and study linear multi-order systems.

The obtained conditions are difficult to compute as the number of equations grows and/or the exponents are irrationals.

This motivates the present work, whose contributions are summarized below. 

• We introduce a general method to establish asymptotic stability of multi-order systems, which reduces to the known

method of vector Lyapunov functions [8,9] when particularized to integer order systems. The advantage of this ap-

proach is that many results in integer order systems can be easily generalized to multi-order systems when convex

Lyapunov functions are used. This is made possible because, in contrast to [1] , the obtained conditions are order-

independent, which in addition allows establishing a robust result against order perturbation. 
• In comparison to [1] , a simpler condition to verify asymptotic stability is obtained, robust properties are established

and the case of multiple time-varying delays included. In fact, the asymptotic stability problem is reduced to an

eigenvalue computation to verify a Hurwitz property on a suited matrix built from the equations of the system,

together with a Melzer condition which can be decided by inspection. 
• In order to establish the method, robust multi-order multiple time-varying delays positive linear systems are studied,

generalizing the results in [5] .The properties of positive systems are used to address the analysis of general (not

necessarily positive) nonlinear systems with time-varying delays, through vector Lyapunov functions which define 

positive systems by construction. 
• We provide two illustrative examples. The first one shows the control of a multi-order nonlinear system and the sec-

ond posits conditions for asymptotic stability of a multi-agent multi-order system. Although for integer order systems,

scalar Lyapunov functions are enough to characterize the stability (according to classic converse results), they do not

seem enough for multi-order systems as all the revised examples of their use deals with single-order systems. The

usefulness of the vector Lyapunov functions to address this problem is shown in the first example. The second exam-

ple aims to combine integer-order with fractional-order agents in multi-agent networks and establishes a procedure

which can be applied for consensus or synchronization problems involving multi-orders. 

We must mention some limits in our elaboration. First, the differentiation orders must belong to (0, 1]. This restriction

appears in the applications, where the use of inequalities for fractional derivatives of order (0, 1] is a key step. Second, we

study Caputo systems (or initialized fractional systems when null initial functions are used). For Riemann–Liouville multi-

order systems see [10] and for initialized ones see [7] , where input/output rather than Lyapunov stability seems more suited.

And third, due to the simplicity and to the order-independent delay-independent nature, the main results proposed can

become conservative. Notice, however, that in contrast to scalar Lyapunov functions, which are conservative as they use

scalar equations which have the same convergence conditions for any order in (0,1], the vector approach allows order-

dependent conditions as shown in a side result. 

The contributions of this paper are organized as follows. In Section 2 , we study the stability of multi-order multiple

time-varying delays positive fractional differential systems, which are later used in Section 3 . In Section 3 , we present the

main result, which establishes that if a system has a vector Lyapunov-like function, the asymptotic stability can be asserted.

In Section 4 , we provide illustrative examples of multi-order nonlinear systems having vector Lyapunov-like functions. 

Notation: R and R ≥0 denote the set of reals and nonnegative reals numbers, respectively. For x ∈ R 

n , we use the norm

‖ x ‖ 1 := 

∑ n 
i =1 ‖ x i ‖ and the Euclidean norm ‖ · ‖ . C([ −τ, 0] , R 

n ) denotes the set of continuous real-valued functions on [ −τ, 0]

endowed with the infinite norm ‖ φ‖ ∞ 

= sup t∈ [ −τ, 0] ‖ φ(t) ‖ . 
For x ∈ R 

n , x �0 means x i ≥ 0 for any i ∈ { 1 , . . . , n } . 
For A ∈ R 

n ×m , A 

′ denotes its transpose. A ∈ R 

n ×n is Metzler if the off-diagonal elements are nonnegative. A ∈ R 

n ×n is

Hurwitz if all its eigenvalues have negative real part. A ∈ R 

n ×m is nonnegative if all its entries are nonnegative. I n denotes

the identity matrix in R 

n ×n . 

A class K function is an strictly increasing continuous function γ : R ≥0 → R ≥0 such that γ (0) = 0 . 

For a measurable function x : [ a, b] → R s.t. 
∫ b 

a | x (s ) | ds < ∞ , the Riemann–Liouville integral operator of order α is defined

by 

I α0 + x (t) = 

1 

�(α) 

∫ t 

0 

(t − s ) α−1 x (s ) ds, t ∈ [ a, b] (1)

where �( ·) is the gamma function. The Caputo fractional derivative C D 

α
0 + x (t) of a function x ∈ AC([ a, b] , R ) is defined by

D 

α
0 + x (t) := I 1 −α

0 + ˙ x (t) when 0 < α < 1. AC([ a, b] , R ) denotes the space of absolutely continuous functions. When clear from

context, we will omit the indexes 0 + and C so that C D 

α
0 + x (t) ≡ D 

αx (t) . 

2. Positive systems 

In this section, we study positive solutions for the following system 

D 

α
0 + x (t) = Ax (t) + 

l ∑ 

j=1 

A d j 
x (t − τ j (t)) + Bu (t) (2)
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where x (t) ∈ R 

n , u (t) ∈ R 

m , D 

α
0 + x = (D 

α1 
0 + x 1 , . . . , D 

αn 
0 + x n ) 

′ for 0 < αi ≤ 1 and all t > 0. A, A d j 
, B are matrices of suited dimensions.

This notation includes delayed inputs such as ū (t − τ (t)) by redefining it as u (t) = ū (t − τ (t)) . The only requirement on the

delay functions is that 0 ≤ τ j ( t ) ≤ τ j for all t ≥ −τ where τ := max j τ j < ∞ . 

The solutions of (2) are well-defined on [0, ∞ ) provided that a continuous initial function φ for x is specified on [ −τ, 0]

and that u is a continuous function (see for instance [1] or the proof of Proposition 1 below). Moreover the function ξ = x

for t > 0 and ξ = φ for t ∈ [ −τ, 0] will be continuous. However, ‖ ̇ x ‖ goes to ∞ as t → 0 + whenever D 

α
0 + x (0) � = 0 , as can be

seen from the definition of the Caputo fractional derivative (see also [2] ). 

System (2) is called positive ( negative , respectively) if φ( s ) �0, u ( t ) �0 ( φ( s ) 0, u ( t ) 0) for all s ∈ [ −τ, 0] , t ≥ 0, implies

x ( t ) �0 ( x ( t ) 0) for all t ≥ 0 [5] . Noting that a positive system is also negative (by replacing x � −→ −x and u � −→ −u in (2) ),

the following results hold also mutatis mutandis for negative systems. 

For positive systems, the next assumption will be shown fundamental. 

Assumption 1. For system (2) , A is Metzler and A d j 
, B are nonnegative for j = 1 , . . . , l. 

The following results are mostly generalizations (in several ways) of the single-delay statements in [5] . Their proofs

can be found in the Appendix. We underline that the results obtained in this section are order-independent and delay-

independent once the basic constrains above are fulfilled. 

The result in Proposition 1 states a condition to have positive systems which can be verified by simple inspection. The

proof is not completely based on [5] since a minor gap was detected there (related to the fact that the infimum in an open

set is not necessarily in the set). 

Proposition 1. System (2) is positive for all αi ∈ (0, 1], i = 1 , . . . , n if and only if Assumption 1 holds. 

To find conditions for stability a comparison procedure is followed. The next result states a simple criteria for delayed

systems. 

Proposition 2. Consider Assumption 1 . Let x ( t ; φ, u ) be the solution of (2) at time t with initial function φ and input u. If

φ1 φ2 and u 1  u 2 , then x ( t ; φ1 , u 1 )  x ( t ; φ2 , u 2 ) . 

Also for comparison purposes, we will need properties of the solutions for fixed delay and constant initial function as

given in the next statement. 

Proposition 3. Let Assumption 1 be satisfied for system (2) with u ≡ 0, τ j ( t ) ≡ τ j . Suppose that there exists a vector c ∈ R 

n such

that c �0 and (A + 

∑ l 
j=1 A d j 

) c ≺ 0 . Let φ ≡ rc for arbitrary r > 0 . Then, 

(i) 0  x  rc 

(ii) x ( t 1 ) � x ( t 2 ) for any 0 ≤ t 1 < t 2 
(iii) lim t→∞ 

x (t) = 0 . 

Relying on comparison, we are able to show the following basic results. The first, an invariant property, is not included

in [5] for the single-delay case. 

Proposition 4. Consider (2) holding Assumption 1 and u ≡ 0 . The set { φ ∈ C([ −τ, 0] , R 

n ) : 0  φ  rc} , where c is as in

Proposition 3 and r > 0, is positively invariant in the sense that for any initial function in this set, the solution holds that

0  x ( t )  rc for all t ≥ 0 . 

Proposition 5. Consider (2) holding Assumption 1 and φ ≡ 0 . Then 

(i) If u � 0, then x ( t 1 )  x ( t 2 ) for any 0 < t 1 < t 2 . 

(ii) 0  x  x  x̄ , where x and x̄ are the solutions to (2) with null initial function ( φ ≡ 0 ) and constant delays τ j and 0,

respectively. 

3. Main results 

The aim of this section is to establish a vector Lyapunov-like method to study the asymptotic behavior of systems with

multiple derivations orders and time-varying delays. Based on the results of positive systems, we use a vector of non-

negative functions playing the role of Lyapunov functions, although in general, they will not be function of the real state of

the system but rather of the (so-called) pseudo-state. This is why the approach is called Lyapunov-like or pseudo-Lyapunov,

instead of Lyapunov one. 

Consider the following multi-order system with multi-delays 

D 

β
0 + x (t) = f (x, x (t − τ1 (t) , . . . , x (t − τl (t)) , t) (3)

where x (t) ∈ R 

n for all t ≥ 0, D 

β
0 + x = (D 

β1 
0 + x 1 , . . . , D 

βn 

0 + x n ) for 0 < β i ≤ 1 and i = 1 , . . . , n . f is a smooth enough function guaran-

teeing continuous solutions for any t ∈ [0, ∞ ) and such that f (0 , 0 , . . . , 0 , t) = 0 for any t ∈ R . The delayed functions satisfy
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0 ≤ τ j ( t ) ≤ τ j for all t ≥ 0, where τ := max τ j < ∞ . The continuous initial function φ is specified on [ −τ, 0] . For a given con-

tinuous initial function φ, the corresponding solution of (3) is denoted by x ( t ; φ), or when clear form context, simply x ( t )

for any t ≥ −τ, where x (t) = φ(t) for any t ∈ [ −τ, 0] . We stress that φ is now not necessarily positive. 

We recall the stability notion for system (3) (see [11] ). This notion relies on in the trivial solution of system (3) , i.e. the

function x ≡ 0 when φ ≡ 0. This trivial solution can be seen as the equilibrium point when τ = 0 or as a trivial limit cycle. 

Definition 1. The trivial solution x ≡ 0 of (3) is said to be stable if for any ε > 0 there exists δ > 0 such that for any φ ∈
C([ −τ, 0] , R 

n ) , ‖ φ‖ ∞ 

< δ implies ‖ x ( t ; φ) ‖ < ε for any t > 0; and asymptotically stable if, in addition, lim t→ 0 ‖ x (t;φ) ‖ = 0 for

any φ such that ‖ φ‖ ∞ 

< δ̄ for some δ̄ > 0 . 

The vector Lyapunov-like approach is based on the precedent results obtained for positive systems, by associating a

vector of non-negative functions to system (3) (the latter is not necessarily positive or linear). Specifically, we will need the

following result 

Theorem 1. Consider system (2) such that Assumption 1 is satisfied, φ � 0 and A + 

∑ l 
i =1 A d i 

is Hurwitz. 

(i) If u ≡ 0, then the trivial solution is asymptotically stable. 

(ii) If u is bounded, x is also bounded and if u is bounded and converges to zero, then x also converges to zero. 

Proof. (i) Let x 1 ( t ; φ) and x 2 ( t ; φ) be the solutions of (2) with initial function φ, for arbitrary and fixed delay τ j , respectively.

Due to Assumption 1 , A + 

∑ l 
j=1 A d j 

is Metzler. Since A + 

∑ l 
j=1 A d j 

is in addition Hurwitz, there exists c �0 such that

(A + 

∑ l 
j=1 A d j 

) c ≺ 0 (see [5, Lemma 2] ). Clearly, for each φ there exists r > 0 s.t. rc �φ. Let e (t) := x 2 (t; rc) − x 1 (t; rc) .

Then D 

αe (t) = Ae (t) + 

∑ l 
j=1 A d j 

e (t − τ j (t)) + 

∑ l 
j=1 A d j 

(x 2 (t − τ j ) − x 2 (t − τ j (t)) . From Proposition 3 (ii), x 2 (t − τ j ) − x 2 (t −
τ j (t)) ≥ 0 . Since e ≡ 0 on [ −τ, 0] , e �0 according to Proposition 1 . 

Then, using also Proposition 1 , x 2 ( t ; rc ) � x 1 ( t ; rc ) � 0 for all t ≥ 0. From Proposition 2 , x 2 ( t ; rc ) � x 1 ( t ; φ) �0. From

Proposition 3 (iii), x 2 ( t ; rc ) → 0 as t → ∞ . Then x 1 ( t ; φ) → 0 as t → ∞ . 

Using again x 2 ( t ; rc ) �x 1 ( t ; φ) �0 and the monotony of x 2 due to Proposition 3 (ii), the stability claim can be easily ob-

tained. 

(ii) First note that the solution of (2) can be expressed as x (t) = ξ (t;φ) + ψ(t; u ) for any t ≥ 0, where ξ ( t ; φ) is the

solution to (2) with u ≡ 0 and ψ( t ; u ) is the solution to (2) with φ ≡ 0. To see this, note that ε := x − ξ satisfies the equation

D 

αε(t) = Aε(t) + 

∑ l 
j=1 A j ε(t − τ j (t)) + Bu (t) with initial condition ε ≡ 0. Therefore, ψ = ε. 

ξ was studied in part (i); thus, we must study ψ . From Proposition 5 , to prove that ψ is bounded, it is enough to

show that x̄ is bounded. That is, we must prove that the solution to D 

α x̄ = (A + 

∑ l 
j=1 A d j 

) ̄x + Bu with null initial function is

bounded whenever u is bounded. From Proposition 2 , it is enough to prove this for any constant nonnegative u . Since 
∑ 

A d j 

is nonnegative and (A + 

∑ l 
j=1 A d j 

) is Hurwitz, this result follows from [5, Lemma 8] by using τ = 0 and the continuity of ψ .

Since ξ is continuous and converges to zero, it follows that x is bounded. 

Now suppose that u goes to zero as t → ∞ . From Proposition 5 , to prove that ψ → 0 as t → ∞ , it is enough to show that x̄

does it. Let h be the inverse Laplace-transform of the matrix (diag(s αi ) − (A + 

∑ l 
j=1 A d j 

)) −1 B . Then x̄ (t) = 

∫ t 
0 h (τ ) u (t − τ ) dt .

From the argument above, we have that for any bounded u , x̄ (t) is bounded. By choosing u = e i where e i is an element of

the canonical base of R 

n for i = 1 , . . . , n, we conclude that every element of h has bounded integral on (0, ∞ ). On the other

hand, h e i is the solution to the impulse input u = δe i . Since δ can be approximated by a sequence of non-negative functions,

h e i �0. Then each element of the matrix h is integrable on (0, ∞ ) and thus, its convolution with a function converging to

zero, converges to zero as t → ∞ . Then x̄ → 0 and hence ψ → 0 as t → ∞ . Since ξ → 0 as t → ∞ from part (i), the claim

follows. �

Now we are ready to state the main result. In this result, vector Lyapunov-like functions can be seen as a reduced-order

(pseudo-)state of (3) useful to study its stability (note, however, that the reduced order condition, m ≤ n , is not essential in

the proof). 

Theorem 2. Consider that for system (3) there exists a vector function V : R 

n → R 

m satisfying 

(i) γ 1 ( ‖ x ‖ ) ≤‖ V ( x ) ‖ 1 ≤γ 2 ( ‖ x ‖ ) for some class- K functions γ 1 and γ 2 . 

(ii) The function V ( t ) := V ( x ( t )), for any solution x ( ·) of (3) , is such that V ( t ) �0 for any t ≥ −τ and there exist a Metzler matrix

A, nonnegative matrices A d i 
for i = 1 , . . . , l with A + 

∑ l 
i =1 A d i 

a Hurwitz matrix and 

D 

α
0 + V (t)  AV (t) + 

l ∑ 

j=1 

A d j 
V (t − τ j (t)) + C(t) , ∀ t ≥ 0 (4)

where C ( t ) �0 and D 

αV is the vector of components D 

αi V i with αi ∈ (0, 1] for i = 1 , . . . , m. 

Then the trivial solution of (3) is asymptotically stable when C ≡ 0 . In addition, the solutions of (3) remain bounded or converge

to zero if C does it. 
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Proof. Let u = u (t) be the vector function such that (4) is turned into an equality, i.e. ∀ t ≥ 0 

D 

α
0 + V (t) = AV (t) + 

l ∑ 

j=1 

A d j 
V (t − τ j (t)) + u (t) + C(t) . 

Note that u  0. Consider for comparison purposes the following system ∀ t ≥ 0 

D 

α
0 + ̄V (t) = A ̄V (t) + 

l ∑ 

j=1 

A d j 
V̄ (t − τ j (t)) + C(t) 

with V̄ ≡ V on [ −τ, 0] as the initial function. By calling e = V̄ − V, we have 

D 

α
0 + e (t) = Ae (t) + 

l ∑ 

j=1 

A d j 
e (t − τ j (t)) − u (t) 

with null initial function. From Proposition 1 and conditions (ii), e � 0 i.e. 0  V  V̄ . Therefore, in order to prove that V

converges to zero or it is bounded, it is enough to prove that V̄ does it. 

Applying Theorem 1 , it follows that V̄ (and hence V) is bounded when C is bounded and converges to zero when C does

it. Using ‖ V ( x ( t )) ‖ ≥γ ( ‖ x ( t ) ‖ ), we conclude that x is bounded when C is bounded and converges to zero when C does it.

Also due to Theorem 1 , the stability of the trivial solution can be similarly obtained. �

Remark 1. 

(i) In the scalar and single-delay case without perturbation ( C ≡ 0), (4) takes the form 

D 

αV (t) ≤ aV (t) + bV (t − τ (t)) (5)

and the condition (ii) from Theorem 2 reduces to a, b > 0 and a + b < 0 . The latter condition has been independently

obtained in [12] . 

(ii) Condition (i) from Theorem 2 is weaker than requiring that each V i or sup i V i be positive definite. 

Note that the orders αi ∈ (0, 1] and the time-varying delay functions –restricted to take values on [0, τ ] for some τ < ∞ –

are otherwise arbitrary. As an immediate consequence, we get the following robust control result. 

Corollary 1. Consider the nominal system 

˙ x (t) = f (x, x (t − τ1 ) , . . . , x (t − τl ) , u ) (6)

where x (t) ∈ R 

n for all t ≥ 0 and f is a smooth enough function guaranteeing continuous solutions on R ≥0 . Suppose that there

exist a feedback control u = u (x ) and differentiable, convex functions V i : R 

n → R ≥0 for i = 1 , . . . , m such that the vector ˙ V of

components ∇V ′ 
i 

f (x, x (t − τ1 ) , . . . , x (t − τl ) , u (x )) , evaluated along the solution of (6) satisfies 

˙ V  AV (t) + 

l ∑ 

j=1 

A d j 
V (t − τ j ) , 

where A, A d i 
satisfy the requirements in Theorem 2 (ii). Then the feedback control stabilizes the trivial solution and is robust

under uncertainties in the orders of derivation (translated to the reduced-order model associated to V) and time-varying delayed

functions. 

Proof. Assume that an uncertainty in the orders of derivation αi and time-varying delayed functions τ j ( t )) occur. Since

V i are differentiable and convex, we have D 

αi 
0 + V i ≤ ∇V ′ 

i 
f (x, x (t − τ1 ) , . . . , x (t − τl ) , u (x )) , according to [13] . Hence D 

α
0 + V 

AV (t) + 

∑ l 
j=1 A d j 

V (t − τ j (t)) + C(t) and the application of Theorem 2 concludes the proof. �

We underscore that Theorem 2 has verifiable and order-independent hypotheses (i) and (ii). A more general and order-

dependent result than Theorem 2 can be stated if one allows a formal condition. Recall that a function w : R 

n × R 

p → R 

m

is quasimonotone nondecreasing [9] if for any y ∈ R 

p , w i (x, y )  w i ( ̄x , y ) for all x i = x̄ i , x  x̄ and i = 1 , . . . , n . Example of

quasimonotone nondecreasing function is f (x ) = �x, with � a constant Hurwitz matrix. 

Proposition 6. Suppose that there exists a function V satisfying hypotheses (i) and (ii) of Theorem 2 and in addition 

D 

α
0 + V (t)  w (V (t) , V (t − τ1 (t)) , . . . , V (t − τl (t )) , t ) ∀ t > 0 , 

where w is quasimonotone nondecreasing and D 

αV is the vector of components D 

αi V i for αi ∈ (0, 1] . Suppose that the trivial

solution for system D 

αz(t) = w (z(t) , z(t − τ1 (t)) , . . . , z(t − τl (t )) , t ) with initial function φz �φV , is asymptotically stable, where

D 

αz is the vector of components D 

αi z i and φV the initial function of V. Then the trivial solution of (3) is asymptotically stable. 

This result, which is proved in the Appendix, has the inconvenient that few multi-order systems are a priori known to

have asymptotically stable trivial solution. 
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We close this section with a complement of Theorem 2 . If the latter can be seen as an analogue of the scalar Lyapunov

condition 

˙ V (x ) ≤ −c‖ x ‖ , the next is the analogue to ˙ V (x ) ≤ 0 . 

Proposition 7. Suppose that there exists a function V satisfying hypotheses (i) and (ii) of Theorem 2 and 

D 

α
0 + V  0 (7) 

Then x = 0 is stable for system (3) without delays. 

Proof. Write (7) as D 

αV 0 V , where 0 ∈ R 

n ×n is the zero matrix. Obviously, 0 is Metzler. Let C �0 be the vector function such

that D 

αV = 0 V − C and consider D 

αV̄ = 0 ̄V with the initial condition V̄ (0) = V (0) . Let e = V̄ − V . Then D 

αe = C with e (0) = 0

and hence, by Proposition 1 , e �0 i.e. V  V̄ . But V̄ ≡ V (0) . Then ‖ x (t) ‖ ≤ γ −1 
1 

(‖ V (0) ‖ 1 ) ≤ γ −1 
1 

(γ2 (x (0))) for all t > 0 and

the stability of x = 0 follows according to classic arguments. �

4. Illustrative examples 

This section contains two representative examples of the results presented in this paper. But first, a short explanation is

introduced, regarding the implementation of the fractional operators used in simulations. 

4.1. Implementation of the fractional operators 

One of the most common ways of implementing fractional integrals and derivatives in simulations and practical appli-

cations is by means of numerical approximations of these operators. The idea is to obtain integer-order transfer functions

whose behavior approximates the fractional order Laplace operator: 

C ( s ) = ks α. (8) 

Oustaloup’s method [14] is one of the available frequency-domain methods for making this approximation, which uses a

recursive distribution of N poles and N zeros of the form: 

C ( s ) = k 
′ 

N ∏ 

n =1 

1 + s/ω zn 

1 + s/ω pn 
. (9) 

The gain k 
′ 

is adjusted so that if k = 1 then | C(s ) | = 0 dB at 1 rad/s and ω zn , ω pn represent respectively the zeros and poles

of the approximation, which are placed inside a frequency interval [ ω l , ω h ] rad/s in which the approximation is valid. 

The Oustaloup’s method is incorporated in the NID block of the Ninteger Toolbox for Matlab/Simulink [15] specified as

the Crone approximation. In this block, if α < 0 is set, then the NID simulates a fractional integral, otherwise if α > 0 the

NID simulates a fractional derivative. 

Thus, the implementation of the fractional order operators proposed in this work is made using Matlab/Simulink,

along with the Ninteger Toolbox for Matlab/Simulink [15] . Specifically, the Crone approximation was used, with N = 5 and

[ ω l , ω h ] = [0 . 01 , 100] rad/s. 

4.2. Examples description, results and analysis 

The aim of this section is not only to illustrate the applicability of the results already presented but also the usefulness

of the vector Lyapunov-like method to determine the stability of multi-order systems. For the latter reason, we start em-

pathizing that our results include the case τ = 0 with the following example, which at the same time shows an application

in control problems. 

Example 1. Consider the system 

D 

α1 x = xy −
(
5 − sin (t) 

)
x + cos (t) x 3 

D 

α2 y = z 

D 

α2 z = y + z + x + u 

where α1 , α2 ∈ (0, 1] and the neighborhood around the origin B = { (x, y, z) ∈ R 

3 : | x | + | y | + | z| ≤ 1 } . Let V 1 (x ) = 

1 
2 x 

2 and

V 2 (y ) = 

1 
2 y 

2 . Then for any ( x, y, z ) ∈ B 

D 

α1 V 1 ≤ −x 2 
(
5 + sin (t) 

)
+ x 2 y + cos (t) x 4 

≤ −x 2 
(
5 + sin (t) 

)
+ 

1 

2 

x 4 + 

1 

2 

y 2 + cos (t) x 4 

≤ −(5 + sin (t) − 1 

2 

− | cos (t) | ) x 2 + 

1 

2 

y 2 

≤ −5 V 1 + V 2 
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Fig. 1. Evolution of x ( t ), y ( t ) and z ( t ) for Example 1 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

where we have used [13] in the first inequality (so that D 

α1 V 1 ≤ xD 

α1 x ), the inequality 2 ab ≤ a 2 + b 2 for any a, b in the

second one, the fact that ( x, y, z ) ∈ B in the third one and the definitions of V i in the fourth. Let ξ = y + z and V 3 (ξ ) = 

1 
2 ξ

2 .

Then 

D 

α2 V 2 ≤ −y 2 + ξy ≤ −1 

2 

y 2 + 

1 

2 

ξ 2 = −V 2 + V 3 

and 

D 

α2 V 3 ≤ ξ
(
ξ + (ξ − y ) + x + u 

)
≤ 2 ξ 2 − yξ + 

1 

2 

x 2 + 

1 

2 

ξ 2 + ξu 

≤ 3 ξ 2 + 

1 

2 

y 2 + 

1 

2 

x 2 + ξu = V 1 + V 2 + 6 V 3 + ξu. 

By choosing the control u = −k 0 ξ , we obtain the following system [ 

D 

α1 V 1 

D 

α2 V 2 

D 

α2 V 3 

] 


[ −5 1 0 

0 −1 1 

1 1 (6 − 2 k 0 ) 

] [ 

V 1 

V 2 

V 3 

] 

=: 

[ 

V 1 

V 2 

V 3 

] 

It follows that the matrix  is Metzler and, for k 0 = 15 , it is also Hurwitz. Applying Theorem 2 , the asymptotic stability

of (x, y, z) = (0 , 0 , 0) follows. Note that the stability result and the choice of V implies consistency in the fact that solution

remains on B. Applying Corollary 1 and considering α1 = α2 = 1 as the nominal case, this control is robust against order

perturbation α1 , α2 ∈ (0, 1). 

In Fig. 1 , the controlled system was simulated with the following specifications α1 = 0 . 7 , α2 = 0 . 9 . Initial values for x, y

and z were used as x (0) = 0 . 2 , y (0) = 0 . 8 and z(0) = −0 . 6 . As expected, it can be seen from Fig. 1 that the feedback control

makes the system states converge to zero. 

The main example of this section is presented below and studies a multi-agent system composed by agents defined with

different derivation orders and time-varying delays. To the best of our knowledge, fractional nonlinear multi-agent systems

have always been studied for agents with a common derivation order (see e.g. the recent work [16] ). The present general-

ization allows combining local agents (i.e. those ruled by integer-order derivative) with non-local or long-memory agents

(i.e. those ruled by fractional-order derivative), enhancing the complexity of the network and the range of its applicability. 

Example 2. Consider a multiple delayed nonlinear network system with n nodes, each one ruled by 

D 

αi x i (t) = −c i x i + f i 
(
x i , x i (t − τ1 (t)) , . . . , x i (t − τm 

(t)) 
)

+ 

n ∑ 

j=1 

a i j x j (t) (10)

where x i (t) ∈ R 

n i , a i j , c i ∈ R , αi ∈ (0, 1] and f i : R 

(m +1) n i → R 

n i are Lipschitz functions with f i (0 , 0 , . . . , 0) = 0 and Lips-

chitz constant l i , τl (t) < τ ∈ R for i, j = 1 , . . . , n, l = 1 , . . . , m and t ≥ 0. To enhance readability, we write f i (t) := f i (x i , x i (t −



8 J.A. Gallegos, N. Aguila-Camacho and M. Duarte-Mermoud / Commun Nonlinear Sci Numer Simulat 83 (2020) 105089 

Fig. 2. Time varying delays used in system (12) . 

Fig. 3. Evolution of x 1 ( t ) and x 2 ( t ) for different values of α. 
τ1 (t)) , . . . , x i (t − τm 

(t))) . Let V i (x i ) = 

1 
2 x 

′ 
i 
x i . Then 

D 

αi V i ≤ −2 c i V i + x ′ i f i (t) + 

n ∑ 

j=1 

a i j x 
′ 
i x j 
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Fig. 4. Evolution of x 1 ( t ) and x 2 ( t ) for different values of α and additive disturbances in the states. 
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≤ −2(c i − a ii ) V i + ‖ x i ‖‖ f i (t) ‖ + 

n ∑ 

j =1 , j � = i 
| a i j |‖ x i ‖‖ x j ‖ 

≤ −2(c i − a ii − l i ) V i + l i ‖ x i ‖ ( ‖ x i (t − τ1 (t)) ‖ + . . . + ‖ x i ( t − τm 

( t)) ‖ ) + 

n ∑ 

j =1 , j � = i 
| a i j |‖ x i ‖‖ x j ‖ 

≤ −2 

( 

c i − a ii −
n ∑ 

j =1 , j � = i 
| a i j | − l i − ml i 

) 

V i + l i V i (t − τ1 (t)) 

+ . . . + l i V i (t − τm 

(t)) + 

n ∑ 

j =1 , j � = i 
| a i j | V j 

=: −γi V i + l i V i (t − τ1 (t)) + . . . + l i V i (t − τm 

(t)) + 

n ∑ 

j =1 , j � = i 
| a i j | V j 

Let  ∈ R 

n ×n be the matrix with ii = −γi , i j = | a i j | for i, j = 1 , . . . , m . Clearly  is Metzler. Let A d = diag(l 1 , . . . , l n ) ,

 = (V 1 , . . . , V n ) and D 

αV = (D 

α1 V 1 , . . . , D 

αn V n ) , then the trivial solution of 

D 

αV  V + 

m ∑ 

j=1 

A d V (t − τ j (t)) (11)

is asymptotically stable if  + mA d is Hurwitz, according to Theorem 2 . Moreover, if a perturbation ν i occurs in the i −agent’s

equation, which vanishes after some time, the convergence to zero is preserved. In fact, in the notation of Theorem 2 , a term

c i = x ′ 
i 
νi appears in each component of (11) which vanishes after some time, whereby the convergence is ensured since

 = (c 1 , . . . , c n ) 
′ converges to zero. Notice the reduced-order dimension n of (11) in comparison to the original dimension∑ n 

i =1 n i of system (10) . 

We indicate two other interesting cases that can be studied with essentially the same procedure as above (of course,

one can always combine them). The case of delayed nonlinear communication among agents, e.g. 
∑ n 

j=1 f i j (x j (t − τ j (t))) in
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Fig. 5. Additive disturbances acting on the system (12) . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(10) where the nonlinearity is Lipschitz, and the case of non-diagonal dynamic, i.e. A i x i instead of c i x i , where A i is a Hurwitz

matrix so that there exists P i > 0 such that A 

′ 
i 
P i + P i A i = Q < 0 . In the latter case, it should be used V i = x ′ 

i 
P i x i . 

Notice that according to the expression c i − a ii −
∑ n 

j =1 , j � = i | a i j | − l i − ml i , the Hurwitz property of  + mA d depends on the

coefficients c i , corresponding to the intuition of the dominance of these quadratic terms to avoid instability. If a feedback

control term is allowed in each node, i.e. u i = k i x i is added in (10) , the stability could be ensured if bounds on the other

terms are available. 

For numerical visualization, let us consider the following example, which can be seen not only as a multi-order network

but also as an integer system with fractional dynamic 

˙ x 1 (t) = −c 1 x 1 (t) + x 2 1 (t − τ1 ( t ) ) + a 12 x 2 (t) 

D 

αx 2 (t) = −c 2 x 2 (t) + x 2 2 (t − τ2 ( t ) ) + a 21 x 1 (t) (12) 

where α ∈ (0, 1] but otherwise unknown. It follows that the quadratic nonlinear functions are Lipschitz around the origin

with Lipschitz constant 2 in the ball of radius 1 around the origin (x 1 , x 2 ) = (0 , 0) . Therefore, in this case  = [ −2(c 1 −
| a 1 | − 2) , | a 1 |; | a 2 | , −2(c 2 − | a 2 | − 2)] and A d = [2 , 0 ; 0 , 2] . 

The following parameter values and simulation specifications were used: a 12 = 1 , a 21 = 2 , c 1 = 7 , c 2 = 8 . This guarantees

that matrix  + A d is Hurwitz, with eigenvalues located at −4 . 58 and −7 . 41 . Time-varying delays are used as specified in

Fig. 2 . Initial functions for x 1 and x 2 were chosen as x 10 = 0 . 8 , ∀ t ∈ [ −5 , 0] and x 20 = 0 . 7 , ∀ t ∈ [ −5 , 0] . 

Different values of α were used ( α = 0 . 9 , α = 0 . 7 and α = 0 . 5 ) in simulations, and results are shown in Fig. 3 . For com-

parison purposes, particular cases of system (12) with no delay ( τ1 = τ2 = 0 ) and with fixed delay ( τ1 = τ2 = 4 ) are shown

as well. 

For the sake of visibility in the transient stage, plots are shown only until t = 30 s. For this time window, it can be seen

from Fig. 3 that the states are converging towards zero for all the cases (delayed and non delayed), with a convergence

speed higher as α gets closer to 1. 

An additional simulation was carried out, where external additive disturbances are applied to the states x 1 , x 2 .

Fig. 4 shows the response of the system in the presence of the disturbances, which are shown in Fig. 5 . As can be seen,

the system is also robust, since it is able to correct the effect caused by the disturbances. 

5. Conclusion 

This paper has introduced a method to study the asymptotic behaviour of solutions to nonlinear multi-order fractional

differential equations with or without time-varying delays. In particular, we have obtained a simple condition to assure

asymptotic stability which amounts to verify a Hurwitz property on a suited matrix together with a Melzer property which

can be decided by simple inspection. Using that this condition is order-independent, robust results under uncertainty in the

derivation order are obtained. An example in multi-agent multi-order systems is presented, which can be easily generalized

to multi-agent systems with delayed communication and applied to consensus or synchronization problems. 



J.A. Gallegos, N. Aguila-Camacho and M. Duarte-Mermoud / Commun Nonlinear Sci Numer Simulat 83 (2020) 105089 11 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Declaration of Competing Interest 

The authors declare that they have no known competing financial interests or personal relationships that could have

appeared to influence the work reported in this paper. 

Acknowledgments 

The first author thanks to “CONICYTPCHA/National PhD scholarship program,2018”. The second author thanks to CONI-

CYT Project AFB180 0 04 and FONDECYT-Chile, grants 11170154 and 1190959 . The third author thanks to FONDECYT Project

1190959 and CONICYT Project AFB180 0 04 . 

Appendix 

Proof of Proposition 1 (Sufficiency) . Assume first that φ�0 (a function in C([ −τ, 0] , R 

n )) . Since A is Metzler, there exists

r > 0 such that rI n + A is a nonnegative matrix. Then (2) is equivalent to 

D 

αi x i (t) = −rx i (t) + 

n ∑ 

j=1 

(rI + A ) i j x j (t) + 

n ∑ 

k =1 

l ∑ 

j=1 

(A d j 
) ik x k (t − τ j (t)) + 

m ∑ 

j=1 

(B ) i j u j (t) (13)

=: −rx i (t) + v i (t) , (14)

and the solution to (2) can be expressed by x i (t) = E αi 
(−rt αi ) x (0) + 

∫ t 
0 τ

αi −1 E αi ,αi 
(−rταi ) v (t − τ ) dτ, where

E αi 
(−rt αi ) , E αi ,αi 

(−rt αi ) are the Mittag-Leffler functions, which are nonnegative [17] . Since φ�0, x i (0) > 0 for any i = 1 , . . . , n

and v (0) > 0. 

Suppose that there exist t̄ , ̄δ > 0 such that x ( t ) � 0 for any t ∈ [0 , ̄t ) and x ( t ) �0 for t ∈ [ ̄t , ̄t + δ) . From continuity, for

some i 0 it must hold that x i 0 ( ̄t ) = 0 . Then, v � 0 for any t ∈ [0 , ̄t ] since rI + A, A d j 
, B are nonnegative. Hence, x i 0 (t) ≥

E αi 0 
(−rt 

αi 0 ) x (0) > 0 for any t ∈ [0 , ̄t ) and any i = 1 , . . . , n, which implies x ( ̄t ) � 0 , yielding a contradiction with the defi-

nition of t̄ . Therefore, such t̄ does not exist and x ( t ) � 0, for any t > 0. 

Now consider φ�0 and define φn = φ + 

1 
n 1 where n ∈ N and 1 is a vector of ones with dimension n . Let x n be the

corresponding solution of (2) associated to φn . From the above argument x n �0. For any n > m , the function e = x m 

− x n
holds Eq. (2) with initial function ( 1 m 

− 1 
n ) 1 � 0 . Therefore, x m 

�x n �0 and the sequence of continuous functions (x n ) n ∈ N is

decreasing and bounded from below. Therefore, it converges to some function x̄ uniformly on any closed interval [0, T ] and

it holds that x̄ � 0 , since otherwise a contradiction is obtained from the fact that x n �0. Noting that x̄ is the solution to

(2) for φn as n → ∞ , i.e. to a φ, due to the continuity of the solutions w.r.t the initial functions, the claim follows. 

(Necessity) Suppose that (2) is positive for any α ∈ (0, 1]. In particular, it is positive for α = 1 . From [18, Theorem II.2] ,

Assumption 1 follows. �

Proof of Proposition 2. Define e = x (t;φ2 , u 2 ) − x (t;φ1 , u 1 ) and use Proposition 1 . �

Proof of Proposition 3. 

(i) From Proposition 1 , x � 0. To prove x  rc , note that e = rc − x holds 

D 

αe = Ae (t) + 

m ∑ 

j=1 

A d j 
e (t − τ j (t)) − r 

( 

A + 

m ∑ 

j=1 

A d j 

) 

c 

with initial function φe ≡ 0. Using Proposition 1 the claim follows. 

(ii) Define e = x (t) − x (t + δ) for arbitrary δ > 0. Noting that e satisfies 

D 

αe (t) = Ae (t) + 

m ∑ 

j=1 

A d j 
e (t − τ j (t)) 

with initial condition φe � 0 due to Proposition 3 (i), the claim follows using Proposition 1 . 

(iii) From part (ii), x is nonincreasing in each coordinate. From part (i), x is nonnegative. Then x ( t ) converges to some value

x̄ � 0 as t → ∞ . Suppose that x̄ � = 0 . Since A is Metzler and 

∑ m 

j=1 A d j 
is nonnegative, then (A + 

∑ m 

j=1 A d j 
) is Metzler.

From the hypotheses, there exits c �0 such that (A + 

∑ m 

j=1 A d j 
) c ≺ 0 . Using [5, Lemma 2] , it follows that (A + 

∑ m 

j=1 A d j 
)

is a Hurwitz matrix, and therefore, invertible. Then (A + 

∑ m 

j=1 A d j 
) ̄x � = 0 . Since x (t) → x̄ as t → ∞ and τ j ( t ) < τ < ∞ ,

we also have x (t − τ j ) → x̄ as t → ∞ . Therefore, Eq. (2) with u ≡ 0 can be written as D 

αx (t) = (A + 

∑ m 

j=1 A d j 
) ̄x + ν(t)

where ν( t ) goes to zero as t → ∞ . Since (A + 

∑ m 

j=1 A d j 
) ̄x � = 0 , x̄ � 0 and (A + 

∑ m 

j=1 A d j 
) is Metzler, there exist numbers

i, T, λ> 0 such that D 

αi x i (t) > λ > 0 for all t > T . By comparison and writing the latter inequality in its integral form,

we have x i (t) ≥ x i (0) + 

∫ T 
0 (t − s ) α−1 �(s ) ds + 

∫ t 
T (t − s ) α−1 λds, where � i is the i −component of the right-hand side of

Eq. (13) , i.e. a continuous function (since x is continuous) and hence it is bounded in [0, T ]. Then the second term

https://doi.org/10.13039/501100002850
https://doi.org/10.13039/501100002848
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converges to zero and the third diverges to + ∞ , implying x i → ∞ as t → ∞ , which is in contradiction with part (i).

Therefore, x̄ = 0 and we have lim t→∞ 

x (t) = 0 . �

Proof of Proposition 4. Use Propositions 1, 2 and 3 (i). �

Proof of Proposition 5. 

(i) Let e = x (t + δ) − x (t) for arbitrary δ > 0. Then 

D 

αe = Ae (t) + 

m ∑ 

j=1 

A d j 
e (t − τ j (t)) . 

Note that the initial function, e ( s ) for any s ∈ [ −τ, 0] , is nonnegative since x (s ) = 0 and x (s + δ) ≥ 0 for any s ∈ [ −τ, 0] .

The claim follows from Proposition 1 . 

(ii) Let e = x − x . Then D 

αe (t) = Ae (t) + 

∑ m 

j=1 A d j 
e (t − τ j (t)) + 

∑ m 

j=1 A d j 
( x (t − τ j (t)) − x (t − τ j )) and e ≡ 0 on [ −τ, 0] . Us-

ing the part (i) and the fact τ j ( t ) ≤ τ j , it follows that x (t − τ j (t)) ≥ x (t − τ j ) . Using Proposition 1 , it follows that x � x .

A similar reasoning shows that x  x̄ . �

Proof of Proposition 6. It is enough to show 0  V  z . Let C  0 be the function making D 

αV (t) = w (t) + C(t) . Let e =
z − V . Then D 

αe = w (z, . . . , t) − w (z, . . . , t) − C with initial function φe � 0. Suppose first that φe �0. Due to the fact that w is

monotone increasing, the assertion of a time where some component of e changes sign leads to a contradiction similar to

the proof of Proposition 1 since by integration e (t) = e (0) + I α[ w + C](t) . For the case of φe � 0 a similar argument as in the

proof of Proposition 1 , shows that e � 0. Therefore, V  z and from hypothesis, 0  V . �
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