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Abstract—In this article, a convolutional neural network (CNN)
enhanced radio frequency fingerprinting (RFF) authentication
scheme is presented for Internet of things (IoT). RFF is a
non-cryptographic authentication technology, identifies devices
through the waveforms of the RF transient signals by processing
received RF signals on the edge server, which places no cost
burden to low-end (low-cost) devices without implementing any
encryption algorithm andmeet the demands of the real-time access
authentication in Internet of things. In the new scheme, the
feasibility of extracting features based on one-dimensional
(1D) signal convolution is discussed, referring to the method
of extracting features from CNN, and combining with the
characteristics of signal convolution. A convolution kernel for 1D
signals is designed to extract the feature of signals in order to
reduce training time and ensure classification accuracy. Therefore,
it can improve the accuracy compared with these traditional
algorithms, while saving the training time of updating parameters
repeatedly as the neural network. The accuracy and training time
of thealgorithm are verified in a real signal acquisition system. The
results prove that the novel algorithm can effectively improve the
classification accuracy in low signal-to-noise ratio (SNR), while
keeps the training time in an acceptable range.

Index Terms—Access authentication, convolution, edge com-
puting, feature extraction, radio frequency fingerprinting (RFF).

I. INTRODUCTION

W ITH the increasing number of terminal devices con-

nected to the Internet of Things (IoT), the data gener-

ated on the edge of the network grows accordingly, which puts

forward higher requirements for real-time and security of data

processing [1]–[3]. As cloud computing is not always efficient

or safety for data processing especially for the data at the edge

of the network, superior network systems are required to pro-

cess such data in security without long propagation delay [4].

Edge computing, uses an open platform integrating net-

work, computing, storage and application core capabilities

to provide proximity services between the terminals and

cloud, in most cases on the side near the terminal [5], [6].

Its applications are initiated on the edge to generate faster

network service response and meet the basic needs in real-

time business, application intelligence, security and privacy

protection. Edge computing is between physical entities and

industrial connections, or at the top of physical entities,

while cloud computing can access the historical data of edge

computing [7], [8].

Physical layer secure transmission, using artificial noise aided

secrecy beamforming for secure transmission, enhances the secu-

rity of IoT and edge computing with wireless broadcasting nature

and the energy constraint of the physical objects [9] Another key

strategy to enhance the security of edge computing is access

authentication [10], [11]. Because most terminal devices have

limited resource in computing, communication and storage to

support such complex cryptography-based access authentication

algorithms [12]. Non-cryptographic access authentication algo-

rithm is more suitable for edge computing [13].

Radio frequency fingerprinting (RFF), as a non-cryptographic

classification technology, classifies devices through the wave-

forms of their transient signals [14], [15]. RFF classifies devices

by processing received signals on the edge server, there is no

requirement for these low-end (low-cost) devices to implement

any encryption algorithm but to transmit signals [16]. Therefore,

RFF is suitable to apply for the access authentication in edge

computing of IoT. [17]–[20]

The common decision methods in RFF include conventional

threshold decision method and classification algorithm based on

machine learning or deep learning. The threshold decision

method generally uses similaritymeasure parameters such as cor-

relation coefficient and Euclidean distance, which cannot reach a

high enough identification accuracy, resulting in a high error rate

(ER) proved by our previouswork, which cannot ensure the secu-

rity of edge computing [21]. Classification algorithms based on

deep learning, especially convolutional neural network (CNN),

have higher accuracy and are often used in large-scale image

processing. Although the most current research still focuses on

two-dimensional (2D) or three-dimensional (3D) image process-

ing [22], [23]. Few studies applied CNN to one-dimensional

(1D) signal processing [24]. This paper explores to apply CNN to

1DRFF identification. Thus, it cannot meet the real-time require-

ment in edge computing. Some studies in signal processing

focus on signal convolution, but most of them are traditional
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convolution algorithms, which are not related to classification

situation [25]–[28].

However, the neural network need to update parameters

repeatedly, which results in a long training time and is not suitable

for real-time processing requirement of edge computing [29].

Inspired by the convolution based feature extraction steps

in CNN, a novel algorithm of signal feature extraction by

1D convolution is proposed in this paper. According to the

periodic characteristics of the baseband sinusoidal wave,

several convolution kernel functions are designed. Charac-

teristics in amplitude, frequency variation or pulse perturba-

tion can be extracted through convoluted with the original

signal. DWT can be used as a feature reduction method for

signal afterwards, by which the sampling points of training

set are greatly reduced while most feature information is

retained. The output sample vectors can be directly used in

the training of machine learning, such as support vector

machine (SVM), k-nearest neighbors (kNN) and decision

tree, instead of updating parameters repeatedly in neural

networks. The key contributions of this work are summa-

rized as follows:

1) A group of targeted 1D convolution kernels are first

proposed in this paper, which can be used to extract the

signal feature. It improves classification accuracy with-

out increasing the training time of machine learning.

2) Fixed convolution kernels, trained and classified in sim-

ple machine learning such as SVM, instead of updated

repeatedly in neural networks, can efficiently reduce

training time of deep learning, such as CNN.

3) A complete experiment system is set up in this work,

including signal acquisition, signal processing and clas-

sification. Experiments show that the method proposed

in this paper can achieve a similar classification accu-

racy as CNN in both low and high signal-to-noise ratio

(SNR).

The remainder of this paper is organized as follows: Rela-

ted methods, CNN and DWT, are introduced in Section II.

Section III presented the main algorithm, convolution based

signal feature extraction, and detailed derivation of this algo-

rithm is performed, including convolutional kernels and DWT

based pooling. Experimental process and the related test system

are reported in Section IV. The result of the simulation experi-

ment is presented and discussed in Section V, and Section VI

concludes the paper.

II. RELATED METHODS

A. Convolution

Convolution is a mathematical method of integral transfor-

mation, which has been widely used in fields like mathemat-

ics, statistics, physics and signal processing.

The 1D convolution of continuous functions is defined as an

integral process. The definition is

fðxÞ � gðxÞ ¼
Z 1

�1
fðtÞgðx� tÞdt (1)

where * represents convolution. For discrete sequences, con-

volution is the sum of the multiplication of the two sequences

in a certain range

f ½n� � g½n� ¼
X1
t¼�1

f ½t�g½n� t� (2)

2D or 3D convolution for image processing is similar. A 2D

or 3D matrix, which is called convolution kernel, is moved in

a fixed step on the image to calculate the sum of the multipli-

cation of the convolution kernel and the corresponding part of

the image.

A series of presupposed convolution kernels can be used to

extract features of the edge or in a certain direction. Fig. 1 shows

Fig. 1. Image features extracted by different convolution kernels
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several commonly used presupposed convolution kernels and

the image features they extract.

B. Convolutional Neural Network

Computer vision has many kinds of research areas including

image classification, object detection and image style migra-

tion. Deep neural network can solve some small-scale image

problems simply. However, when applied to large-scale images,

the input scale becomes very large, making the parameters can-

not be solved through the neural network.

CNN, which was first proposed for large-scale image proc-

essing, has a forward propagation and a backward propaga-

tion, while the forward propagation is divided into input

layer, convolutional (conv) layer, activation (mostly ReLU)

layer, pooling layer and full connection (FC) layer. The in-

put layer and ReLU layer are similar to the traditional neural

network. [22]

Convolution layer is the core component of convolution

neural network with the purpose of using the convolution ker-

nel to convolute with the target image to perform edge detec-

tion. The convolution kernel window slides on the image with

a specified step, multiplied with the elements of the corre-

sponding region on the image. The sum is a pixel value of the

new image. Generally, different convolution kernels are set up

to detect the edges of the image.

The pooling layer is used to compress the data and parame-

ters, reducing over-fitting. For image processing, the most

important role of the pooling layer is to compress the image,

reducing the dimension of the feature on the premise, while

keeping the image features invariant. The methods of pooling

are divided into maximum pooling (represented by the maxi-

mum value of the pooling area) and average pooling (repre-

sented by the average value of the elements in the pooling area),

where maximum pooling is more commonly used.

The FC layer connects the outputs of each neuron to a 1D

vector for judgment at the end of CNN.

The convolution kernel is a kind of filter to extract the fea-

tures of an image in a direction and get an activation map.

Each pixel in the activation map is the weighted average of a

small area of the input image. The weights are defined by a

function called convolution kernel, which is convoluted with

the input image at different positions. The convolution kernel

is usually a square of n � n, or n � n � l when there is more

than one layer. The weights, or the parameters of the kernel,

are fixed when convoluted with different areas of the input

image.

In CNN, different from presupposed convolution kernel, the

parameters of convolution kernels only need to be initialized,

and will be updated when CNN propagates backward.

CNN for signals is similar to that for images, for the signal is

a 1D sequence, the corresponding convolution kernel should be

1D. Most signals are periodic, such as sinusoidal function sig-

nal and square wave signal, which are not invariable even in

the steady state. Similar 1D convolution kernels are not appli-

cable in signal processing, which will be further discussed in

Section III.

C. Discrete Wavelet Transform

In most cases of signal reception processing, the received

signals are discrete. The discrete wavelet transform (DWT)

provides sufficient information for both analysis and synthesis

of the original signal, with a significant reduction in the com-

putation time, compared with continuous wavelet transform

(CWT). In discrete cases, filters with different cutoff frequen-

cies are used to analyze signals at different scales of features.

A series of high pass filters are used to analyze the high fre-

quency part of the signals, and a series of low pass filters are

used to analyze the low frequency part.

aj ¼ ajþ1 � djþ1 (3)

where, aj represent the undecomposed original signal, ajþ1

and djþ1 respectively represent high frequency and low fre-

quency signals.

Mallat algorithm is a fast decomposition algorithm of the

DWT. Its formulas are as follows:

ajþ1½n� ¼ h½n� � aj½n� ¼
X
k

h½k�aj½2n� k� (4)

djþ1½n� ¼ g½n� � aj½n� ¼
X
k

g½k�aj½2n� k� (5)

where, h½n� and g½n� represent the tap coefficient sequence of

the low pass and high pass part of the half band filter [30], [31].

The low frequency component contains the characteristics

of the signal, while high frequency component contains the

details of the signal. The sample size of the processed discrete

signal reduces by half whenever being done a DWT, i.e.

ajþ1½n� and djþ1½n� have half the sample points of aj½n�.

III. ALGORITHMS AND DERIVATION

In image processing, convolution kernel functions can clearly

display the color saltation points. The convolution result

becomes zero where the color remains unchanged, while in the

position where the color has a saltation, the convolution result

is a non-zero value. In signal processing, unlike images, most

signals are jittery, such as triangular wave or square wave.

Steady state signals do not mean that the signal is completely

unchanged, but that its amplitude, frequency and phase do not

change. Thus, the simple convolution kernel like [-1, 0, 1] can-

not be used to extract features from sine or cosine signal wave-

forms. A novel convolution kernel, applicable for feature

extraction of triangular function waveform, is proposed, by

which the unstable part of the signal is highlighted, while the

steady-state part is maintained. Two kinds of convolution ker-

nels are presented as follows, and their convolution result are

analyzed.

A. Double Frequency Convolution Kernel

Considering the convolution characteristics of periodic sig-

nals, for signals as fðtÞ ¼ sinvt

fðtÞ � sin 2vt ¼ 0 (6)
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To facilitate calculation and storage, the definition domain

of sin 2vt is limited to ð�p;pÞ
s0ðtÞ ¼ sin 2vt uðtþ pÞ � uðt� pÞ½ � (7)

of which the waveform is shown in the middle of Fig. 2. It has

the same characteristics as sin 2vt.

fðtÞ � s0ðtÞ ¼ 0 (8)

Typical signal changes can be summarized as (a) pulse jam-

ming, (b) amplitude variation and (c) frequency variation,

which are illustrated on the left of Fig. 2.

a) For pulse jamming, suppose it is located at t ¼ t0, the
waveform is

fpðtÞ ¼ sinvtþ d t� t0ð Þ (9)

When convoluted with the kernel s0ðtÞ

fpðtÞ � s0ðtÞ¼ sinvtþ d t� t0ð Þ½ � � s0ðtÞ
¼ s0ðtÞ � sinvtþ s0ðtÞ � dðt� t0Þ
¼ s0ðt� t0Þ

(10)

Thus, there would be a pulse of the same shape as the con-

volution kernel.

b) For amplitude variation, when the waveform amplitude

becomes to k times of the original

faðtÞ ¼ k sinvt (11)

When convoluted with the kernel s0ðtÞ
s0ðtÞ � k sinvt ¼ 0 (12)

At the edge of amplitude variation, suppose the amplitude

changes at cþ t0

fa
0ðtÞ ¼ sinvt t 2 ½�pþ t0; cþ t0Þ

k sinvt t 2 ½cþ t0;pþ t0Þ
�

(13)

When convoluted with the kernel s0ðtÞ
Zp

�p

s0ðtÞfa0ðtÞdt ¼
Zc

�p

s0ðtÞ sinvtdtþ
Zp

c

s0ðtÞk sinvtdt

(14)

When c 2 ð�ppÞ and c 6¼ 0, then the convolution result

Zp

�p

s0ðtÞfa0ðtÞdt 6¼ 0 (15)

which will show a pulse in convolution result.

c) For frequency variation, when the frequency of the wave-

form changes

frðtÞ ¼ sinnvt (16)

When convoluted with the kernel s0ðtÞ

s0ðtÞ � sin ðnvtÞ ¼ 4 sin ðnvpÞ
ðnvÞ2 � 4

sin nvðt� tÞð Þ (17)

where t is a phase shift by convolution. Set nv¼m, the ampli-

tude function ofm

gðmÞ ¼ 4 sin ðmpÞ
m2 � 4

(18)

is illustrated in Fig. 3.

Fig. 2. Convolution results of typical waveforms
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When m ¼ 1, the amplitude function gðmÞ ¼ 0 as men-

tioned before. When m 2 ð1; 1þeÞðe is a small value), gðmÞ
is monotonically increasing, which means when the value of

m increases from 1, the amplitude of the convolution result

increases correspondingly. On the contrary, when m 2 ð1�e;
1Þ, gðmÞ is also monotonic, which means when m decreases

from 1, the absolute value of amplitude will still increase.

The above mentioned three typical waveforms and one real

transient signal are shown at the left of Fig. 2, their convolu-

tion results are illustrated at the right.

a) The convolution result shows an obvious pulse when

there is a pulse jamming in waveform, while the rest is

basically 0. The shape of the pulse in the convolution

result is consistent with that of the convolution kernel.

The rest part cannot be 0 completely, because the wave-

forms in simulation are discrete.

b) The convolution result will show a pulse whenever there

is an amplitude jump, whether the amplitude increases or

decreases. The shape of the pulse is irregular, because the

phases of the jump position are different and uncertain.

c) The amplitude of the convolution result will increase

when the frequency of the waveform changes, whether

increases or decreases. There will be a higher amplitude

when the frequency variation is greater.

d) In the convolution result, the steady-state part of the sig-

nal is basically 0. While the convolution result of the

transient part shows obvious fluctuation, especially for

these parts with greater frequency variation.

The convolution kernel can effectively detect the amplitude

and frequency variation of waveforms. However, because its

convolution result with steady-state waveforms of any ampli-

tude is 0, some other waveform information cannot be

extracted. Moreover, the convolution kernel can only detect the

variation in amplitude and frequency, but cannot accurately

detect whether they increase or decrease.

Therefore, this convolution kernel can only be used to

detect the changes in waveforms, while not able to extract the

features of these changes effectively. Experiment proves

that the convolution kernel with double frequency has a poor

performance in signal classification or access authentication.

Nevertheless, it can be used to accurately detect the transient

part of the signal, where it has obvious variation. As shown in

Fig. 2(d), the convoluted waveform has a high amplitude from

sample point 201 to 1200, which shows a great changes in

amplitude and frequency of the original waveform. While the

rest part is basically 0, which means this part is practically

stable.

B. Same Frequency Convolution Kernel

To ensure that there is enough information after convolu-

tion, two convolution kernels are proposed, which preserves

the shape of the steady part of the waveform, while extracting

the features of the variation part. The frequency of these two

kernels is equal to that of the signal, expressed as

s1ðtÞ ¼ sinvt uðtþ pÞ � uðt� pÞ½ � (19)

s2ðtÞ ¼ cosvt uðtþ pÞ � uðt� pÞ½ � (20)

Their convolution results have these following characteris-

tics (The convolution results of s1ðtÞ and s2ðtÞ in pulse jam-

ming and amplitude variation are similar, the following will

only show the results of s1ðtÞ)
Steady-state waveform

s1ðtÞ � sinvt ¼ p sinvt (21)

Pulse jamming

s1ðtÞ � sinvtþ dðt� t0Þ½ � ¼ p sinvtþ s1ðt� t0Þ (22)

Amplitude variation

s1ðtÞ � k sinvt ¼ kp sinvt (23)

Frequency variation (The convolution results show differ-

ence between s1ðtÞ and s2ðtÞ in amplitude, the corresponding

phase variation is neglected. Hence, sin ðnvtÞ and cos ðnvtÞ
represent the same signal.)

f�
s ðtÞ ¼ s1ðtÞ � sin ðnvtÞ ¼ � 2 sin ðnvpÞ

ðnvÞ2 � 1
sin ðnvtÞ (24)

f�
c ðtÞ ¼ s2ðtÞ � cos ðnvtÞ ¼ � 2nv sin ðnvpÞ

ðnvÞ2 � 1
cos ðnvtÞ

(25)

Set nv¼m, the amplitude functions of f�
s ðtÞ and f�

c ðtÞ

g1ðmÞ ¼ � 2 sin ðmpÞ
m2 � 1

(26)

g2ðmÞ ¼ � 2m sin ðmpÞ
m2 � 1

(27)

and their derivatives

g1
0ðmÞ ¼ 4m sin ðmpÞ

m2 � 1ð Þ2 � 2p cos ðmpÞ
m2 � 1

(28)

Fig. 3. Amplitude function of frequency variation via double frequency con-
volution kernel
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g2
0ðmÞ ¼ 4m2 sin ðmpÞ

m2 � 1ð Þ2 � 2 sin ðmpÞ þ 2mp cos ðmpÞ
m2 � 1

(29)

are illustrated in Fig. 4.

g1ðmÞ is monotonically decreasing in (1, 2), while g2ðmÞ is
monotonically increasing in (0, 1). Thus, after convoluted

with s1ðtÞ, the amplitude of the function will show a signifi-

cant decline when the frequency of the original signal rises.

Meanwhile, the amplitude of the function convoluted with

s2ðtÞ will decrease obviously when the frequency drops.
The convolution results of g1ðmÞ and g2ðmÞ can be used

together to extract the features of the frequency variation of

the original signal, as shown in Fig. 5.

Similar results are obtained when convoluted with practical

signal. Fig. 6(a) shows the practical signal collected from RF

module, while its convolution results are illustrated as Fig. 6

(b) and (c), making the frequency change to amplitude change

and facilitating the training of the neural network.

C. DWT Based Pooling

In CNN for image processing, pooling is to compress the

input feature image. It makes the feature image smaller, sim-

plifying the computational complexity of the neural network,

and compresses the feature and extracts the main part. Max

pooling and avy pooling are the two most commonly used

pooling methods, while they are not suitable for signal proc-

essing, because the large amount of feature loss in signal is

intolerable.

In digital signal processing, DWT can effectively extract

the feature of the signal. Original signal is decomposed into

two frequency parts by a half band low pass filter. The low fre-

quency part contains most of the information of the original

signal, of which the sampling points are halved compared

with the original one.

Accordingly, DWT can be used to reduce the dimensional-

ity of sample signals, just as the role that pooling plays in

CNN.

Fig. 7 illustrates the two decomposed waveforms of the con-

voluted signal in Fig. 6(c). The low frequency part waveform

a1ðtÞ is almost the same as the original signal, of which most

features are retained. While the dimensions, i.e. the number

of sampling points, have been reduced by half. Similarity, the

Fig. 4. Amplitude functions of frequency variation via same frequency
convolution kernels

Fig. 5. Convolution result transform caused by frequency variation

Fig. 6. Convolution result of practical signal
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sampling points of a2ðtÞ are halved compared with a1ðtÞ.
However, due to the insufficient sampling points, the wave-

form has shown a distortion.

In this way, the output sample size can be effectively

reduced, which can correspondingly reduce the computational

complexity of machine learning and avoid over-fitting. The

layer of DWT should be decided depend on the specific exper-

imental result.

IV. EXPERIMENT SYSTEM MODEL

A complete system is built for this access authentication

experiment, including actual signal acquisition, signal process-

ing and machine learning based classification.

The experimental edge computing system contains a edge

server with signal transmission equipment (USRP X310) and

several terminals (nRF24 RF transceiver) to realize the

signal acquisition part, as shown in Fig. 8. Specifically, 10

terminals transmit pulse signals without information at

2.4 GHz. The edge server uses GNU radio software con-

nected with USRP to receive signals with a central frequency

of 2.3975 GHz, a sampling rate of 50 MHz and a PGA gain

of 3 dB, as shown in Fig. 9. Tests show that it has a better

reception effect when the center frequency is slightly lower

than that of the transmitter.

Because the signals received by USRP are discrete, discrete

signal processing will be used in the rest part of this section,

instead of continuous signal processing in Section III.

Before extracting features of signals through convolution,

the collected signals need to be preprocessed, including signal

cutting, noise addition and normalization.

First, the collected signals are cut into individual parts for the

next processing. Transient signal, signal start from scratch, has

some changes in amplitude and frequency. As shown in Fig. 2

(d), transient signal can be extracted by convoluted with s0½n�,
which is a discrete function of s0ðtÞ represented in formula (7),

named as pre-convolution function in this experiment. Then,

the Gauss white noise is generated at a certain SNR, and mixed

with the signal to produce noisy signals for simulation test.

Normalization limits the amplitude of the signal from -1 to 1,

which can be measured uniformly.

Signal processing part is similar to image processing, which

contains convolutional layer, DWT based pooling layer and

full connecting (FC) layer. The sequence of steps is shown in

Fig. 10.

1) Convolutional layer: The transient signal f½n� is convo-
luted with convolution kernel functions s1½n� and s2½n� in for-

mula (19) and (20) respectively, as f�
s ½n� and f�

c ½n�.

Fig. 7. Decomposed waveforms via two level DWT

Fig. 8. Practical signal acquisition system

Fig. 9. Signal sampling settings in GUN radio
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f�
s ½n� ¼ s1½n� � f½n� (30)

f�
c ½n� ¼ s2½n� � f½n� (31)

2) Pooling layer: Perform DWT on convoluted functions

f�
s ½n� and f�

c ½n�, preserving their low-frequency parts, as as1½n�
and ac1½n�.

as1½n�; ds1½n�ð Þ ¼ dwtðf�
s ½n�Þ (32)

ac1½n�; dc1½n�ð Þ ¼ dwtðf�
c ½n�Þ (33)

where dwtð�Þ means to do DWT as shown in formula (4) and

(5). The high-frequency parts ds1½n� and dc1½n� won’t be used

in the next experiment, which are lacking in information.

Convolutional layer and pooling layer executed repeatedly

before FC layer, if necessary, as shown in Fig. 11.

3) FC layer: Since waveform as1½n� and ac1½n� are already

1D, only need to be linked together.

The connected waveform can be regarded as a feature of the

original signal, which can be used as a training sample in the

next classification.

V. SIMULATION RESULT AND DISCUSSION

All experimental simulation results presented in this section

were generated using the signal processing system represented

in Section IV and SVM as classifier. The original signals and

several groups of convolutedwaveforms were used in the experi-

ment as training and test set. SNRwas set from 0 to 25 dB, which

corresponds to the SNR of the real signal. Two experiments were

carried out to test the classification accuracy and the time cost of

the above-mentioned methods. Each experiment was proceeded

100 times and calculate the average classification accuracy to

suppress the effect of randomness on classification result.

A. Classification Accuracy

The original transient signals, two groups of waveforms con-

voluted with kernel functions s1½n� and s2½n�, and the full con-

nected waveforms processed through DWTwere used to test the

classification accuracy, each of them has 1000 sampling points,

as illustrated in Fig. 10. Besides, a group of full connected wave-

forms without DWT were used to test the effect of DWT, which

has 2000 sampling points. SVM was adopted as machine learn-

ing algorithm in the experiment, these groups of waveforms

were used as training set respectively. Each training set has 100

samples. Meanwhile, another 100 different samples were used

as test set. The classification result is shown in Fig. 12.

Whether convoluted with s1½n� or s2½n�, the classification

results have a higher accuracy than that of the original signal,

especially when SNR is in 0 to 5 dB. The full connected wave-

forms processed through convolution and DWT, which are

recommended as the features in this paper, have a superior

classification result. Because it contains the feature of the

above two waveforms.

However, the full connected waveforms processed through

convolution but without DWT have a much lower classification

accuracy than that of the original signal. This result is due to its

excessive sample points, which leads to a serious over-fitting.

B. Complexity Evaluation

The training time of sample sets with higher classification

accuracy will be discussed in this part to find optimal algorithm

in different situations. The original transient signal and the full

connected waveform, which was proved to have the highest accu-

racy were used as training sets. This full connected waveform,

which is processed through one-layer convolution and DWT, is

Fig. 10. Signal processing flow

Fig. 11. Signal processing in multi-layer CNN mode
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named as single-layer processed waveform. A group of double-

layer processed waveforms were also tested in the experiment.

The classification accuracy and time cost are illustrated in Fig. 13.

Fig. 13 shows that the double-layer processed waveform has

a similar classification accuracy to the single-layer ones.While,

the single-layer processed waveform has a shorter training time

than the double-layer ones. Compared with the classification

using the original signal as training set, the training time of sin-

gle-layer process is only increased by about 10%. While the

classification accuracy has been greatly improved in the range

of 0 to 10 dB. Considering both classification accuracy and

time cost, the single-layer ones has more advantages.

When SNR rises to 10 dB or more, the classification accu-

racy of the original transient signal is no longer inferior,

reaches 99.6% or more. Thus, the best choice in high SNR is

using the original transient signals as training set directly.

Convolution and DWT based signal feature extraction is more

suitable for low SNR scenarios, from 0 to 10 dB.

In addition, as shown in Fig. 13(b), the training time tends

to decrease with the increase of SNR. That is because with the

increase of SNR, the difficulty for SVM to find the optimal

hyperplane decreases, hence, the training time, which is the

time needed to find the optimal hyperplane, decreases.

The training results and time cost of CNN are tested in the

experiment. When SNR is 5 dB, the single-layer CNN needs

1800 loops to achieve a similar result, accuracy higher than

99%, to that of SVM. The training time is listed in Table I.

The training time of CNN cannot meet the real-time require-

ment of edge computing. SVM-based classification algorithm

has much shorter training time than that of CNN on the premise

of achieving the same classification accuracy.

Considering classification accuracy and complexity, SVM-

based classifier used in the simulation experiment is superior to

CNN.

VI. CONCLUSION

In this paper, an algorithm of signal feature extraction based

on 1D convolution is proposed, which consider both the light-

weight and accuracy of authentication for the terminals in the

edge computing system. Experimental simulations show that

the algorithm improves the classification accuracy in low SNR,

while keep the training time of SVM in an acceptable range, by

which the efficiency and security of edge computing access

authentication is enhanced. In addition, the complete system of

signal acquisition, processing and classification adopted in this

paper can provide reference for access authentication of edge

computing based on RFF.

Fig. 13. Classification result of accuracy and training time of SVM

Fig. 12. Classification result of different waveforms

TABLE I
TRAINING TIME OF SVM AND CNN
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