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RESUMEN DE LA TESIS PARA OPTAR
AL GRADO DE DOCTOR EN INGENIERÍA ELÉCTRICA
POR: MANUEL DARÍO MARTÍNEZ GÓMEZ
FECHA: 2023
PROFESOR GUÍA: MARCOS ORCHARD CONCHA
PROFESOR CO-GUÍA: SERHIY BOZHKO

ESTRATEGIAS DE CONTROL COOPERATIVO EN TIEMPO FINITO PARA LA
OPERACIÓN ECONÓMICA DE MICRO-REDES HÍBRIDAS AC/DC

Este trabajo desarrolla una estrategia de control distribuido que garantice una operación
óptima y estable de múltiples micro-redes híbridas AC/DC interconectadas. El enfoque de
aplicación se encuentra en la operación aislada de micro-redes en baja tensión con equipos
generadores distribuidos (DGs) de energía renovable con conversores de potencia. Para la
interconexión entre micro-redes, se emplean conversores de interconexión (ILCs). El sistema
estudiado se divide en partes correlativas a capítulos: (i) micro-red AC/DC con un ILC,
(ii) micro-red AC/DC con un clúster de ILCs, y (iii) multi-micro-red AC/DC con clústeres
de ILCs. El esquema de control propuesto en cada caso es distribuido y cooperativo y se
implementa en base a una formulación del despacho económico óptimo. Los diseños son
compatibles con las acciones de control secundario y terciario mientras incorporan algorit-
mos de tiempo finito para mejorar convergencia y desacoplamientos. Además, se proponen
controladores multipropósito que permitan resguardar la operación saturada de micro-redes,
balancear la potencia entre ILCs en un mismo clúster, y evitar la operación saturada de
clústeres de ILCs. Los resultados experimentales y de simulación muestran una adecuada
respuesta de los controladores propuestos permitiendo cumplir los objetivos de control si-
multáneamente de acuerdo a la priorización asignada.
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FINITE-TIME COOPERATIVE CONTROL STRATEGIES FOR THE ECONOMIC
OPERATION OF HYBRID AC/DC MICROGRIDS

This work develops a distributed control strategy that guarantees optimal and stable opera-
tion of multiple interconnected hybrid AC/DC microgrids. The strategy’s application focuses
on the isolated operation of low-voltage microgrids with distributed generators of renewable
energy sources with power converters. For the interconnection between microgrids, inter-
linking converters (ILCs) are used. The studied system is divided into parts correlative to
chapters: (i) AC/DC microgrid with an ILC, (ii) AC/DC microgrid with a cluster of ILCs,
and (iii) AC/DC multi-microgrid with clusters of ILCs. The control scheme proposed in each
case is distributed and cooperative and is implemented based on a formulation of the optimal
economic dispatch. The designs are compatible with the secondary and tertiary control ac-
tions while incorporating finite-time algorithms to improve convergence and decoupling. In
addition, multipurpose controllers are proposed that allow safeguarding the saturated oper-
ation of microgrids, balancing the power between ILCs in the same cluster, and avoiding the
saturated operation of clusters of ILCs. The experimental and simulation results show an
adequate response of the proposed controllers, allowing them to meet the control objectives
simultaneously according to the assigned prioritisation.
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Chapter 1

Introduction

The rapid expansion of small-scale renewable energy sources (RESs), as well as environmental
concerns and economic factors, are driving a paradigm shift in power generation. In such
a scenario, the traditional centralised electrical system will tend to integrate new modular
groups of generation and load, so-called Microgrids (MGs) [5]. Inside MGs, the RESs are
placed near the consumption and controlled locally — being known as Distributed Generators
(DGs). MGs are defined as autonomous power networks, which can operate either connected
or disconnected from the utility grid [6]; the autonomy of MGs is a desirable feature for future
networks due to the fact that it improves the reliability of the system in case of failures in the
grid-side. In general, MGs comprise a mixture of synchronous generators and voltage-source
converters (VSC). Also, the MG infrastructure can be classified as AC, DC, and AC/DC.
MGs could be interconnected, so there is flexibility in the implementation, which can adapt
to any existing and required topology. The operation of an interconnected AC/DC MG is
possible due to an Interlinking Converter (ILC), which allows energy transfer between AC
and DC sides.

Regarding the applications, the hybrid AC/DC MG is a promising topology for the en-
ergisation of remote/rural communities as well as high-power industrial processes — both
being Low-Voltage (LV) MGs, in general. Naturally, AC/DC MGs combine the advantages
of both AC and DC MGs, by re-utilising most of the existing AC infrastructure while low-
ering the overall costs. The additional DC-side network is used to interface DC-based RESs
with Energy Storage Systems (ESSs), reducing energy conversion steps in the process [7].
Additionally, the ILCs in the system can perform grid support features such as economic
management [8] and AC unbalanced compensation [9].

In this line of development, new topologies, called meshed AC/DC multi-MG are com-
mencing to rise. This kind of topology represents the generalisation of MGs implementations
and enhances their flexibility, robustness, and energy management. Particularly, this thesis
addresses the meshed AC/DC multi-MG with multiple ILCs for the interconnection between
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the MGs. In this topology, clusters of ILCs are formed to provide different paths for the
power flow, which improves the reliability of the system but increases its complexity.

Despite the benefits that AC/DC MGs could potentially have, the coordination between
AC and DC subgrids adds a new challenge. For the islanded operation, complex control
strategies are required for the DGs to cooperate, and simultaneously ensure an appropriate
power-sharing for the entire multi-MG system, considering frequency and voltage restoration,
as well as economic and operational constraints. Also, in order to guarantee the former, a
communication scheme is mandatory; this carries additional obstacles that should be studied
thoroughly for successful implementations.

First attempts in the control of AC/DC MGs mainly focus on decentralised algorithms [7,
10,11]. However, in that kind of approach, the AC and DC controllers are designed separately,
and the economic dispatch cannot be implemented. The economic dispatch problem in MGs
can be solved centralised as a result of an optimisation problem [12] but being susceptible
to single-point failure, reducing the reliability of the system to undesirable levels. As an
alternative solution, researchers have studied distributed control strategies for the economic
dispatch in AC/DC MGs [13,14] — The distributed control strategies are difficult to design
but can achieve an adequate trade-off between performance and reliability.

Motivated by the above, in this thesis proposal, the main issues related to the control of
LV converter-based islanded AC/DC multi-MGs are addressed, and novel control strategies
for the economic dispatch are proposed based on the cooperative control of multi-agent sys-
tems (MAS) [15]. In the proposal, the power-sharing of DGs is regulated according to the
MG’s incremental cost (IC), which is obtained by shared information from neighbours. The
ICs of AC and DC MGs are synchronised through ILCs inside the communication topology.
Each ILC includes an average power compensation term to perform a multi-objective con-
trol. Overall, the control over DGs and ILCs is performed by means of finite-time protocols
and observer-based dynamics. This scheme allows efficient compensation for achieving the
economic dispatch without extensive communication infrastructure while operating on the
same time scale as conventional secondary control.

1.1 Problem Statement
Multi-MGs are a flexible and promising solution for the transition of electrical power systems
towards smart grids. Applied in this context, the MGs are expected to cope with specific
challenges related to the flexible integration of DGs and the efficient use of RESs. In terms
of implementation, meshed hybrid AC/DC multi-MGs with multiple clusters of ILC are a
flexible and scalable solution, but are particularly complex to realise in isolated conditions.
Among the main difficulties observed in the control of this kind of MGs for residential/in-
dustrial usage are the high stochasticity of loads and a reduced power capacity per DG.
Therefore the DGs inherently require an adequate power flow between subgrids, allowing
them to fulfil the demanded power while respecting operational and economical constraints.
For these reasons, a detailed discussion about relevant problems in the islanded operation of
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AC/DC MGs is made as follows:

1.1.1 Safety and economic operation in AC/DC MGs

Current trends in the control of ILCs mainly focus on decentralised algorithms [11,16], where
normalised droop curves guide the power to be transferred by the ILC [10]. For example,
in [17], a decentralised economic dispatch is proposed incorporating DGs and the ILC, but
the droop curves of every DG need to be changed to cost-based curves, which is not practical
in most situations since it requires knowledge of the maximum IC of a DG in the MG. In
addition, the majority of works on decentralised control concentrate their efforts on sepa-
rately developing the secondary control on each side (AC and DC) regardless of the ILC,
which may lead to an inaccurate power distribution [18]. As a result, these approaches can-
not guarantee an economically optimal operation since the ILC disown the IC of the DGs.
Also, decentralised approaches could not guarantee the optimal operation since inequality
constraints are implicit and the Karush-Kuhn Tucker conditions may not be met [19,20].

Another restriction that should be considered in economic dispatch in AC/DC MGs is
to regulate the average power between MGs. Achieving an equal IC usually disturbs the
power balance objective. This may cause the saturation of a MG since the average power
generated in one side MG may be greatly different from the other side MG. Particularly, this
issue is present in AC/DC MGs with a high-capacity ILC (or group of ILCs), emphasised
when the IC greatly differs from one MG to another. A common reason for λ variation is
the regulation of SoC in BESSs-based DGs; Another source of changes in the IC values is
the market price for energy; In the grid-connected operation of one MG, the MG might buy
energy depending on the availability of its RESs and consumption profile [12, 21], changing
the MG IC dramatically. Therefore, the average power regulation must be considered to
avoid MG saturations, potential line congestions and extend the useful life of assets. To the
best of the author’s knowledge, there are no works reported in the literature that take into
account ICs and average power for the ILC.

Regarding the power distribution, some studies have little addressed the effects of the
secondary control over AC/DC MGs in literature [8,14,16,18,22,23]. Works such as [18,23,24]
have proposed distributed control strategies for the power transfer between AC and DC
MGs through the ILC. In [25], the economic dispatch is developed by means of an auxiliary
variable consensus, which implements secondary control actions to the ILC. However, the
implementation of this strategy is not trivial since cost-based droop curves are required for
every DG. In [14], a unified distributed IC strategy for single AC/DC MGs is performed,
however sufficient conditions for stability and the parameters design are not provided. Also,
this work does not validate the strategy experimentally. Overall, available distributed control
schemes are still unattractive given the limited functionality that they bring to the operation
of the ILC at the cost of investing in communication lines.
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1.1.2 Coordination of ILCs in an AC/DC MG under economic dis-
patch

For achieving an optimal operation, all the ILCs need to know the state of the other ILCs in
the system to balance the power transfers. This is seamlessly achieved by means of centralised
control or full-connected graphs. However, the cost of investing in new communication lines is
prohibitive in real-world applications; mainly due to distances and amount of communication
links. To solve this, decentralised control has been proposed to deal with the coordination of
ILCs in a cluster [26, 27], however, this solution relied on steady-state deviations of voltage
and frequency variables to operate. A hybrid solution using decentralised control with an
upper-level centralised control is proposed in [28], improving resiliency compared with pure
centralised approaches, but inheriting the disadvantages of centralised control.

Recent literature has proposed distributed control for the coordination of ILCs. In [29], a
consensus algorithm is applied to ensure a power balance of droop-based ILCs, in the proposal
a load condition estimation is fed to a leader ILC unit whereas the followers synchronise
their power ratings. Later, [30] proposed a control law that simultaneously achieves a power-
sharing of the subgrids and the ILC cluster by using a two-term consensus protocol; an
enlarged communication matrix is created to this end. However, previous developments do
not provide accurate measurements during transient states. Furthermore, a control solution
is required by which the power balancing between ILCs in a cluster could be performed
without affecting the IC consensus.

1.1.3 Coordination of DGs and ILCs in an AC/DC multi-MG

Control over interconnected MGs implies a high level of coordination between the DGs that
it comprises, involving greater implementation difficulties compared to single AC/DC MGs.
Specifically for multi-MG AC/DC interconnected by ILCs, the literature has proposed some
solutions based on control by droop curves [31]. Purely decentralised control strategies, as
in [31], are possible to realise, however, they are dependent on voltage or frequency deviations.
This kind of solution is not attractive since errors are induced by the restoration of these
variables to nominal values (secondary control). Moreover, a decentralised control scheme is
not acceptable for a system that wants to have the ability to interconnect with the power
grid.

Complementary to the above, in works such as [24, 32–34] researchers proposed a com-
bined droop control with a distributed control layer for AC/DC multi-MGs. In [32], the
authors realise a PI control over the difference of voltage and frequency deviations measured
against weighted received measurements from neighbours. However, this control scheme re-
quires knowledge of the number of ILCs to yield, so variations in this number may cause
inappropriate behaviour. In [24], a power-sharing is realised by using a consensus protocol
of errors of MG power measurements sent to each ILC. In [33], a similar algorithm to [24] is
proposed but enlarged. A robust controller that incorporates secondary control variables is
used for simultaneous restoration and power-sharing; in this approach, the ILCs participate
in the secondary control regulation of the AC side. The authors in [33] proposed a consensus
of ICs performed by the ILCs. In this work, authors communicate each ILC link (cluster)
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to share local error estimations obtained by the difference between ICs variables from the
subgrids. Nonetheless, this and all the previous strategies discussed in this paragraph are
limited to single ILCs by cluster.

Combining the aforementioned problems, this thesis proposes a distributed finite-time con-
trol combining actions of DGs and ILC to coordinate a global IC. The hypotheses, objectives,
and methodology are presented below.

1.2 Hypotheses
The proposed hypotheses which sustain the development of this thesis are the following:

(i) The global economic operation of a single AC/DC MG can be obtained by applying a
distributed controller of IC variables received from interconnected MGs into the ILC.
Also, a consensus of observed average MG powers can be included in the strategy
to compound a multi-objective control algorithm, capable of equalising the ICs and
safeguarding saturation/congestion of MGs. The regulation between control objectives
can be realised by arbitrary or adaptive weights.

(ii) The global economic operation of an AC/DC multi-MG with clusters of ILCs can be
obtained without directly communicating the clusters of ILCs. Furthermore, a control
strategy can be constructed by incorporating additional control goals creating a multi-
objective control that simultaneously allows the equalising of ICs between subgrids,
and power balancing between ILCs in a cluster while avoiding (whenever possible) the
saturation of any subgrid or ILC.

(iii) The consensus between clusters of ILCs can be established as an operational constraint
to regulate the power flow in a meshed AC/DC multi-MG. In order to apply this control
action, trade-off weights can be assigned in a consensus of the average power of ILC
clusters to adjust the ILC’s power reference.

(iv) The application of finite-time algorithms in the distributed controllers of the ILCs
achieves the global economic dispatch in a finite number of steps. In particular, there
exists a Lyapunov-Krasovskii candidate for the ILC dynamics that guarantees finite-
time stability.
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1.3 Objectives

1.3.1 General objective

The main objective of this doctoral thesis is to propose, design, analyse and validate a
novel distributed control strategy for the economic operation of isolated AC/DC multi-MGs
considering the fulfilment of defined power saturation constraints. The proposed control
strategy will be able to coordinate the ILCs and clusters of ILCs reducing the investments
of dedicated/additional communication links.

1.3.2 Specific objectives

Within the framework of this work, the following specific objectives are proposed:

(i) To analyse and discuss the control methods proposed in the literature through an
extensive review. Special attention is focused on AC/DC MGs, distributed control and
its application to MGs. Comparisons are made regarding the proposed method of this
thesis.

(ii) To design a distributed finite-time control strategy for the ILC that guarantees optimal
power-sharing and a reliable operation of AC/DC MGs.

(iii) To design a distributed finite-time control strategy for the ILC that guarantees optimal
power-sharing, coordination with other ILCs and a reliable operation of a AC/DC
multi-MG.

(iv) To validate via simulations, in terms of dynamic response and power-sharing, the per-
formance of the proposed controllers.

(v) To build an experimental prototype of a hybrid AC/DC MG for validating the proposed
controllers. Specifically, the construction of a DC MG setup and a reconfiguration of
existing AC MG infrastructure.

1.4 Main Contributions
The contributions of this thesis are as follows:

(i) A novel distributed finite-time control in the ILC for the economic dispatch of hybrid
AC/DC MGs. The proposed strategy combines the consensus of ICs and average MG
powers to add flexibility to the ILC, avoiding saturation, and then operation outside
safety limits, of interfaced MGs. A Lyapunov-Krasovskii candidate is derived that
ensures the finite-time convergence of the proposed controller in the AC/DC MG.
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(ii) A distributed dynamic average consensus protocol for the ILC power-sharing in an
AC/DC MG with multiple ILCs is developed. The proposed controller achieves the
synchronisation of powers while providing an alternative source for local power estima-
tions. An estimation methodology for the total power transferred by the ILC cluster is
suggested as well as an estimation for the local ILC power. Also, a novel anti-windup is
proposed to reduce the steady-state errors of the control scheme under communication
delays.

(iii) A distributed control scheme for the economic dispatch in meshed AC/DC multi-MGs is
presented. The proposal achieves the global economic dispatch using local information
of ILCs, so it does not rely on direct communications between ILC clusters. Also, power
operational constraints of DGs, MGs, ILCs and clusters of ILCs are included using some
communication channels to create a multi-purpose and multi-objective control. It is
demonstrated that trade-off weights can adjust the prioritisation to avoid the saturation
of MGs or clusters of ILCs.

1.4.1 Journal publications extracted from the thesis

(1) Martínez-Gómez, M., Orchard, M., Bozhko, S. "Dynamic Average Consensus for
Power Balancing of a Cluster of Interlinking Converters in AC/DC Microgrids under
Economic Dispatch and Delays" (2023). IEEE Transactions on Smart Grid, 14, 5, pp.
4137-4140. (from Chapter 4).

(2) Martínez-Gómez, M., Navas, A., Orchard, M., Bozhko, S., Burgos-Mellado, C.,
Cardenas, R. "Multi-Objective Finite-Time Control for the Interlinking Converter on
Hybrid AC/DC Microgrids" (2021). IEEE Access, 9, pp. 116183 - 116193. (from
Chapter 3).

(3) Espina, E., Llanos, J., Burgos-Mellado, C., Cárdenas, R., Martínez-Gómez, M.,
Sáez, D. "Distributed control strategies for microgrids: An overview" (2020). IEEE
Access, 8, pp. 193412-193448. (from Chapter 2).

1.4.2 Journal publications related to this thesis

(4) Martínez-Gómez, M., Burgos-Mellado, C., Morales-Paredes, H., Gómez, J., Verma,
A., Bonaldo, J. "Distributed Control Scheme for Clusters of Power Quality Compen-
sators in Grid-Tied AC Microgrids" (2023). Sustainability, 15, 22, art. no. 15698.
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1.4.3 Conference publications extracted from the thesis

(1) Martínez-Gómez, M., Burgos-Mellado, C., Cardenas, R. "Distributed Control for
a Cost-based Droop-free Microgrid" (2020). IEEE 21st Workshop on Control and
Modeling for Power Electronics, COMPEL 2020, art. no. 9265722.

(2) Martínez-Gómez, M., Cardenas, R., Navas, A., Rute, E. "A Multi-Objective Dis-
tributed Finite-Time Optimal Dispatch of Hybrid Microgrids" (2020). 46th Annual
Conference of the IEEE Industrial Electronics Society, IECON 2020, art. no. 9254375,
pp. 3755-3760.

(3) Martínez-Gómez, M., Cardenas, R. "Finite-Time Second-Order Cooperative Control
for the Economic Dispatch in DC Microgrids" (2020). 46th Annual Conference of the
IEEE Industrial Electronics Society, IECON 2020, art. no. 9254353, pp. 1596-1601.

(4) Espina, E., Burgos-Mellado, C., Gomez, J.S., Llanos, J., Rute, E., Navas, A.,
Martínez-Gómez, M., Cardenas, R., Saez, D. "Experimental Hybrid AC/DC-
Microgrid Prototype for Laboratory Research" (2020). 22nd European Conference on
Power Electronics and Applications, EPE ECCE 2020, art. no. 9215751.

1.4.4 Incoming publications

A list of pending/incoming publications related to this thesis is presented next.

• "Distributed Coordination for the Economic Dispatch in Hybrid and Meshed Multi-
Microgrids" (2024). in preparation.

• "Small-Signal Modelling for the Evaluation of Distributed Control Strategies on Hybrid
AC/DC Microgrids" (2024). in preparation.

1.5 Research Method
The thesis uses a quantitative methodology, based on data collection —through simulations
and experimental development— and analysis of these through their waveforms. In addition,
the employed methodology uses common elements of the automatic control area, such as
the theoretical verification of convergence and stability. In particular, the methodology of
this thesis subdivides the development into different MG topologies, which cumulatively
converge finally in a complex multi-MG topology (which is of most interest to study). At
each stage of methodological development, similar techniques are used to perform modelling,
convergence testing, stability study, and simulation validation. In the modelling used for
convergence and stability tests, a mathematical modelling of the dynamics associated with
both the communications infrastructure and the electrical system that make up the studied
MG topologies has been followed.
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The methodology used by this thesis sustains its form thanks to the work carried out by
other scientific documents of interest in the area, such as [13,35–38]. In these references, the
mathematical modelling that is closely related to the MG topology predominates. In [35,37],
the microgrid is modelled from its basic components, including the internal dynamics of the
power converters that are assumed to make up the distributed generation sources. In these
works, the rotating reference frame (or RRF) axis transformation is incorporated into the
modelling, which is a fundamental step to be able to study the dynamic behaviour of a system
of parallel operation of multiple generators, since these must be synchronised.

Although both works differ slightly in the way of performing the linearisation, they provide
some insights into how to analyse the stability of the modelled system, where the use of
linearisations is distinguished to obtain representative state variables. In particular, due
to the completeness presented, what is exposed in [35] is taken for the basic modelling of
this doctoral thesis regarding internal control of converters and droop control (omitting its
development in the content of this document).

Regarding secondary control, different works in the literature have addressed its study, in
which it is common to see evidence of convergence of the protocols proposed for synchronisa-
tion (consensus). In works such as [36, 38], formal mechanisms are established to model the
physical dynamics of the MG in a distributed and linear differential way, making possible the
application of consensus theory. This allows the methodology to inherit analysis tools used
in the distributed control literature, such as large-signal stability using Lyapunov-Krasovskii
candidates. As described in [15], MAS, which presents dynamics that can be modelled as a
linear protocol, can be studied in a similar way to classical control systems in state variables
thanks to the construction of matrices (such as the Laplacian matrix) that take into account
the connectivity of the agents (or power converters in the case of this doctoral thesis). This
modelling is based on graph theory and will be explained in more detail in Chapter 2.

Considering the above descriptions, the overall methodology for this PhD thesis is sum-
marised in Fig. 1.1; it consists of different steps that consider modelling and formulation of
the control system, design of the control parameters, construction of simulation models and
experimental prototypes.
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Figure 1.1: Methodology of research proposal.

1.6 Thesis Structure
The rest of the thesis is organised as follows: in Chapter 2 the literature review is presented;
the fundamentals of AC/DC MG topologies and their control are described, with a focus
on distributed and cooperative control techniques. A general classification of AC/DC MG
topologies is made taking into account the number of ILCs. Also, different features inside the
MG controllers are highlighted making comparisons where relevant. Chapter 3 describes the
design and validation of a novel distributed finite-time controller for the ILC in an AC/DC
MG. There are explained the fundamental problems to be solved for an economical and
safe operation, then, it was derived that MG saturations can be avoided by using a new
trade-off weighting parameter. Also, to enhance the control goals decoupling and accelerate
the convergence, the finite-time protocol was verified. Chapter 4 presents an enlarged MG
topology compared with Chapter 3, where multiple ILCs are used to interface the AC and
DC subgrids. In this chapter, a novel dynamic consensus protocol is presented to realise the
power-sharing inside an ILC cluster. Differently from the reported approaches, the proposed
controller uses a distributed observer which gives a better average power estimation of the
ILC cluster during transient states. Also, a novel anti-windup is proposed to deal with steady-
state errors of the distributed observer in the face of transport delays. In Chapter 5, a more
generalised MG topology is studied, which is a meshed AC/DC multi-MG with clusters of
ILCs. The control goals presented in previous chapters are used in a unified multi-objective
formulation. Additionally, a new control goal for balancing the power between clusters of
ILCs is presented and studied; this new control goal is analogous to the MG saturation
objective presented in Chapter 3. All of the control goals are tested through simulations to
analyse their performance. Finally, in Chapter 6, the conclusions of this thesis as well as
future research areas are discussed.
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tionship between activities taken in each MG topology concerning chapters.
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Chapter 2

Literature Review
Content partially published on [1]. Creative Commons license.

This chapter presents the fundamentals of hybrid AC/DC MGs control and the state-of-
the-art in cooperative control protocols and its applications to MGs.

2.1 Fundamentals of Hybrid AC/DC MGs
Hybrid MGs are made up of two or more interfaced MGs with an optional grid-connection
bus. The basic scheme is an AC MG interconnected to a DC MG by means of one ILC [7].
Nonetheless, other works in the area have proposed the use of multiple ILCs to give greater
flexibility and resilience to the system [26, 27, 39, 40]. An example of islanded hybrid MG is
given by Fig. 2.1.

-Microgrid -Microgrid

ILC N
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AC/DC
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AC Load 
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Filter

Filter
DG
N

DG
1

AC Load 
N

DG
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Filter

Filter

DC Load 
N

DC Load 
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Figure 2.1: A generalised isolated hybrid MG structure.

12



The topology for ILCs is commonly based on one VSC on each side of a DC-link. However,
there are also three-port topologies where the ILC incorporates a Battery Energy Storage
System (BESS) [10]. The main objective of the ILC is to transfer active power between
MGs through the DC-Link; In particular, the power transfer supports the balance between
generated and demanded powers. By transferring excess power from one MG to another, the
ILC helps the DGs to be used more efficiently and within their operating limits.

2.1.1 Topologies of AC/DC multi-MGs

MGs can be interconnected with more than one subgrid, creating the so-called AC/DC Multi-
MG [24,41]. It is worth-noting that in the literature, there are fundamentally three types of
multi-MGs: (i) AC multi-MG [42–44], (ii) DC multi-MG [45,46], and (iii) AC/DC multi-MG
[24,31,33,34,47,48]. In the first two types of MGs, an AC or DC MG is divided into several
sections by means of controlled isolation switches. Also, the coordination between subgrids is
made by designated MG agents (which involves an additional layer of communications). For
the AC/DC multi-MGs, topologies using different numbers of AC and DC subgrids have been
proposed. In [33], a single AC MG is interconnected to multiple DC subgrids through ILCs.
In [24, 34], a more generalised topology is utilised where several AC and DC subgrids are
interconnected by ILCs. A special case is used in [31], where a single DC bus interconnects
several AC and DC subgrids. In [47], the topology of meshed AC/DC multi-MG is used in
an upper-level robust optimisation for dispatch scheduling of energy resources.

Related to the previous categorisation, the topologies that incorporate more than one
ILC can be identified into three main groups: AC/DC MGs with multiple ILCs (shown
in Chapter 4), AC/DC multi-MGs, and AC/DC multi-MGs with multiple ILCs (shown in
Chapter 5. In the conventional AC/DC MG topology, only 2 MGs are interfaced whereas
in an AC/DC multi-MG multiple interlinks are available to transfer power between MGs.
Fig. 2.2 represents a comparison between a multi-MG generated by divisions and a generalised
AC/DC multi-MG. Note that in Fig. 2.2b there is more than one path for the power to flow
from one MG to another, then the topology in Fig. 2.2b can be also called meshed AC/DC
multi-MG.

In the approaches [42–46] (Fig. 2.2a), where AC or DC MGs are divided into clusters
through controllable isolation switches, the idea is to autonomously manage the power flow in
specific zones but these approaches requires an additional layer of communications between
MG agents. However, this kind of approach did not have the advantages of AC/DC MG
topologies. The meshed AC/DC multi-MG (Fig. 2.2b) has advantages over other multi-
MG structures studied in the literature; the additional AC/AC and DC/DC ILCs provide
flexibility to the system, allowing each MG to operate with its own voltage and frequency
(only for AC MGs) levels. Also, the more links to transfer the power, the more efficient the
power flow could be. However, such a level of flexibility comes at the cost of complex control
infrastructure and algorithms.
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Figure 2.2: Comparison of multi-MG topologies in literature. (a) Conventional AC (or DC)
multi-MG. (b) Generalised (meshed) AC/DC multi-MG with multiple ILCs.

2.2 Fundamentals of AC/DC MGs Control
Early works on control over the ILC were centralised [7,11], but decentralised approaches have
obtained popularity recently [10,17,49,50]. For the control of DGs, researchers have proposed
a hierarchical structure [51, 52], which consists of three levels of control: primary, secondary
and tertiary. The agreed hierarchical structure is resumed in Fig. 2.3. Explanations on the
structure of the hierarchical control of MGs will be given in the next subsections.
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Figure 2.3: Hierarchical control of MGs. Reproduced from [1].
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2.2.1 Primary control

In the primary control level, it is controlled the power supplied between DGs to obtain a
desired power-sharing [53] . To do this, a virtual droop characteristic is introduced into each
converter that mimics the governor of synchronous generators in traditional power systems
[35]. Conventionally, a decentralised linear relationship is applied to each DG based on a
simplified model of the power flow [52]. The relations used for the decentralised primary
control dynamics (also called "droop" dynamics) for each MG are the following [51,52,54]:

Ed = E∗ − nQ ,

(or) ω = ω∗ −mP ,

}
for AC MG (2.1)

E = E∗ − rI ,

(or) E = E∗ −mP ,

}
for DC MG (2.2)

where Ed and ω are the converter output voltage magnitude and frequency, E∗ and ω∗ are the
voltage and frequency reference nominal values, P , Q and I are the measured active power,
reactive power and current, and n, m and r are the droop coefficients. The demonstration
for the obtention of the above equations is presented in the Appendix B.

The application of (2.1) and (2.2) introduce deviations from nominal values. This is
depicted in Fig. 2.4 for the AC MG case — For DC MGs, the deviations are analogous.

Figure 2.4: Droop deviations over AC MG. Reproduced from [1].

Regarding the implementation, a low-pass filter is required to yield the measurement of
the converter’s power output. This filter accomplishes two tasks, the decoupling from the
internal voltage control loop and the elimination of high-frequency oscillations, such as the
converters’ switching noise and voltage harmonics [55]. Further details about the power
measurement in droop-controlled MGs are given in the Appendix B.
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2.2.2 Secondary control

This control level is in charge of the restoration of nominal values of the variables deviated
by the primary control. Conventionally, these control actions are performed centralised,
where every unit communicates their measurements to obtain average values of voltage and
frequency to restore. For every DG, the controller uses a proportional-integral (PI) algorithm
to give the control actions. The closed-loop dynamic is represented by [51]:

δEi = kE
p (E∗ − Ei) + kE

i

∫ t

0
(E∗ − Ei) dτ ,

δωi = kω
p (ω

∗ − ωi) + kω
i

∫ t

0
(ω∗ − ωi) dτ +∆ωS ,

}
for AC MG (2.3)

δEi = kE
p (E∗ − Ei) + kE

i

∫ t

0
(E∗ − Ei) dτ ,

}
for DC MG (2.4)

where δE∗ and δω∗ are compensation control actions additively applied to (2.1) and (2.2).
E∗ and ω∗ are reference nominal values, Ei and ωi are local measurements of the ith DG, and
kE
p , kE

i , kω
p and kω

i are control parameters. The parameter ∆ωS is only active when the MG
is connected to the main grid, and it depends on a Phase-Locked-Loop (PLL) measurement.
It is important to mention that, due to the control actions of (2.3) or (2.4), the restoration
affects the power-sharing. For this reason, some approaches incorporate a power equalisation
loop in the secondary control to maintain the sharing ratio. Also, some works even include
the Energy Management System (EMS) as part of the secondary control [53]. However, this
thesis considers the EMS as part of the tertiary control, so it will be presented in the next
subsection.

2.2.3 Tertiary control

The tertiary control looks for the optimal operation of islanded or grid-connected MGs. For
islanded MGs, the optimal operation is achieved through the EMS, which can be defined as an
optimisation problem that simultaneously solves the economic dispatch and unit commitment
problems [55]. The economic dispatch goal is to schedule the power output of each DG such
that the total cost of generation (Ctotal) is minimised. The economic dispatch optimisation
problem involves generation costs, power losses, and power constraints. Conventionally, the
economic dispatch is realised centralised [12, 56], but decentralised control has been also
used [57–60]. The traditional optimisation problem of the economic dispatch is given by:

min
n∑

i=1

Ci (Pi) subject to,

Ci(Pi) = αiP
2
i + βiPi + γi ,

Ctotal =
∑n

i=1Ci(Pi) ,

PD =
∑n

i=1 Pi ,

Pmin
i ≤ Pi ≤ Pmax

i ,

(2.5)

where Ci(Pi) is the generation cost function of i-th DG, αi, βi, γi are coefficients associated
to the cost function, Pi is the generated power and PD is the total demanded power. The
formulation (2.5) has inequality constraints that are usually changed to equality constraints
through Lagrange’s theory [20, 61], so it can be solved by quadratic programming [62]. The
Lagrange function of (2.5) can be constructed as

L
(
Pi, λ, σ

+
i , σ

−
i

)
=

n∑
i=1

Ci (Pi) + λ

(
PD −

n∑
i=1

Pi

)
+

n∑
i=1

σ+
i (Pi − Pmax

i ) +
n∑

i=1

σ−
i (P

min
i − Pi),

(2.6)
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where λ, σ+
i , σ

−
i are Lagrange multipliers.

The calculation of σ+
i and σ−

i could be done by [20]

σ̇+
i =

k3
k1

max
(
0, Pi − Pmax

i +
k2
k3

σ+
i

)
− k2

k1
σ+
i , (2.7a)

σ̇−
i =

k3
k1

max
(
0, Pmin

i − Pi +
k2
k3

σ−
i

)
− k2

k1
σ−
i , (2.7b)

where k1, k2 and k3 are positive constants.

Analytically, the solution of the economic dispatch using (2.6) find the IC of generation,
which is given by the stationary condition as:

∂L
∂Pi

=
∂Ci(Pi)

∂Pi

− λ+ σ+
i − σ−

i = 0 . (2.8)

Under economic operation, the Karush-Kuhn-Tucker optimality conditions are accom-
plished, so the IC of all DG units should be equal to the optimal Lagrange multiplier, i.e.

λ = λi = 2αiPi + βi + σ+
i − σ−

i ,∀ i = 1, 2, .., n , (2.9)

and n = |N | is the number of DGs [63]. From this fact, the power reference of the i-th DG
can be obtained by [64]:

P ∗ =
λ− βi

2αi

. (2.10)

The power reference in (2.10) can be implemented in a conventional PI controller as

δP = kP
p (P

∗
i − P ) + kP

i

∫ t

0

(P ∗
i − P ) dτ , (2.11)

which gives a compensation to be applied into (2.1) or (2.2).

The main disadvantage of centralised control for economic dispatch is that the optimisation
problem, and then the control algorithm, is dependent on the MG topology (parameters or
number of active DGs). For the decentralised formulations, the droop characteristics in (2.1)
(or (2.2)) are modified according to economic variables. In [57], droop coefficients are selected
according to offline stability analysis and centralised dispatch optimisation. The researchers
in [58,59] proposed a cost function droop with stability-designed droop coefficients to perform
a decentralised economic dispatch control. In [60], a decentralised economic dispatch is
performed based on IC droop curves; In this case, the droop coefficients are proportional to
the conventional ones.

Alternative formulations are distributed controllers, that use local and neighbour infor-
mation to create the control actions [63,65]. This kind of controller will be addressed in the
next section.
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2.3 Fundamentals of Distributed Control
Depending on the communication topology, a control strategy could be centralised, decen-
tralised, or distributed [66]. The distributed control strategies are the newest methodology,
which considers local controllers with communications between them. Distributed control
usually employs more communication links than centralised control, but its infrastructure is
more reliable against failures. Also, the length and bandwidth requirement of the commu-
nication links is shorter than the centralised approach [67, 68]. Disadvantages of distributed
control are the complexity of control algorithms and convergence time.

The research of distributed control has developed three main approaches [67, 68]: Coop-
erative Control, which is based on the consensus theory, or synchronisation, of MAS with
defined dynamics [15,69,70], Distributed Optimisation, also known as Decomposition-Based
Technique, which shares information between units to solve local optimisation problems [71],
and (Intelligent) Agent Control, which consists of autonomous local agents that perform con-
trol actions based on local goals and information from neighbours and environment, usually
involving Machine-Learning techniques [66, 72,73].

The focus of this work is the application of MGs of the cooperative control of MAS,
through consensus theory, here-in-on referred to as Distributed Control.

2.3.1 Distributed cooperative control of MAS

The control of networked dynamic systems was first introduced in the 50’s decade [74], and
since then it has been applied for the control of sensors and industrial processes. To apply the
cooperative control actions, local controllers (agents) need to communicate their information
(state variables) to neighbours, so establishing a communication topology is a fundamental
requirement. Depending on the structure of the communications network, there are different
behaviours for the convergence of the states [15,69]. Because of this, structures called Graphs
are defined to analyse the dynamics of communication. More explanations about the graph
theory are given in the Appendix C.

The convergence speed of the states is related to the communication topology and depends,
at the same time, on the algorithms (or protocols) used by each agent [15, 74]. There are
different dynamic models to perform distributed control protocols, depending mainly on the
process representation. For research, major development areas have been identified as linear
and non-linear consensus [75].

2.3.2 Linear consensus protocols

Asymptotic consensus is the most studied kind of protocol [76,77], which is the basis on which
other techniques and improvements are developed. Linear protocols perform a distributed
state feedback control law, in which the tracking error is calculated by comparing the local
and neighbouring state values. In terms of modelling, the conventional first-order linearised
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consensus can be described as follows (see more details in Appendix C):

ui = −
∑

j∈Ni

aij(xi − xj) . (2.12)

The obtained consensus value is given by the average of initial states xi(0). Eq. (2.12) is
distributed according to the configuration of the communication links (given by aij).

Conversely to the conventional single-integrator dynamics, references [78, 79] formulate
the agent dynamics as dependant on the control input ui and the state xi. The matrix
representation of such a generalised system is given by

Ẋi(t) = AXi(t) +BUi(t) ,

Yi(t) = CXi(t) ,
(2.13)

where Xi, Ui and Yi are vectors of the state variables, control inputs and control outputs of
the i-th agent, respectively. Matrices A, B and C are assumed stabilisable and detectable.
Authors in [78] claimed that this generalisation is useful for modelling dynamic systems,
performing a robust dynamic consensus as a linear combination of individual inputs. By
considering a one-dimensional MAS and by following the steps in [79], authors can construct
the following observer-based consensus protocol

x̄i = xi +

∫ t

0

∑
j∈Ni

aij(x̄j − x̄i)dτ , (2.14)

where x̄i and x̄j are estimated average values. This kind of protocol allows the state to be
estimated with only neighbouring measurements.

2.3.3 Finite-time consensus protocols

Finite-time consensus is a trending improvement applied for MAS that reports a robust
and accelerated convergence when compared with linear consensus [80–82]. First studies
of cooperative control of MAS using finite-time protocols were carried out in [80], showing
how non-uniform gradient flows achieve consensus in finite-time. Subsequently, the works
[81, 82] extended the study about finite-time controllers for MAS, considering directed and
undirected, time-variant or invariant adjacency matrices.

Basically, the finite-time protocols implement a Lipschitz continuous distributed state
feedback control law. The idea of finite-time stabilisation is to direct the states of the
system towards their equilibrium more quickly by modifying the state feedback of conven-
tional algorithms; It can be considered the finite-time protocol as a general case of the
linear protocols [83, 84]. Additionally, according to control system analyses, finite-time con-
trol ensures convergence in a finite number of steps [85], and it exhibits better rejection of
disturbances and better robustness against uncertainties when compared with conventional
strategies (based on asymptotic convergence) [86].
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To design the state feedback, a discontinuous function is incorporated. In addition, the
resulting feedback is weighted by the magnitude of the state itself to adjust the “continuity”
of the controller, and thus find the best parameters to improve the convergence. For a system
of the form ẋi = ui, it is defined the finite-time distributed state feedback, ui, as:

ui = −c
∑
j∈Ni

aij sign (xj − xi) |xj − xi|α , (2.15)

where aij is the communication matrix coefficient between agents i and j, | · | represents the
absolute value function, and sign[·] is the signum function. For convenience, it is denoted
sig[x]α = sign(x)|x|α. Providing c > 0 and 0 < α < 1, the finite-time convergence can be
demonstrated and the convergence time is given by [82]:

T ≤ 1

c(1− α)
(V (x0))

1−α , (2.16)

where V (x0) is a Lyapunov-Krasovskii candidate function. The convergence depends on c and
α which are tunning parameters. In the Appendix D of this document, one can find the proof
of convergence for first-order systems under consensus algorithms with finite-time feedback
control. Second-order models are also applicable to the protocols shown in (2.15) [84].

2.4 Consensus Trends Applied to MGs
Consensus algorithms have become part of MG control strategies by virtue of the advances
in networked systems control theory. Since the last decade, authors have proposed dis-
tributed control strategies relying on the sharing information for the implementation of ter-
tiary [13, 20, 63, 65, 77, 87–104], secondary [36, 105–111] and primary control [112–117]. The
control objectives used in distributed control strategies are to achieve optimal dispatch [77],
to improve the sharing of both active and reactive powers [118], to restore frequency and
voltage [110], and to share imbalances and harmonics among power converters [119].

Investigative efforts have been made to control DC MGs in a distributed manner. In
[120,121], a distributed secondary control is performed but assuming a completely connected
graph topology. Subsequently, in [106] a scheme based on consensus theory on multi-agent
systems is successfully implemented for controlling average voltage and currents for an equal
power-sharing through adaptive droop coefficients. In [107], the authors use a similar topol-
ogy but with the current consensus directly compensating into the voltage loop. Later,
in [122], authors proposed a transient dynamics improvement for [106]; they employ a dou-
ble consensus loop of virtual resistance and average current to change adaptively the droop
coefficients. Other works have drawn on qualities of consensus theory to improve conver-
gence and resilience in secondary control of DC MGs [123–125], e.g. using finite convergence
algorithms. However, none of these schemes focused on developing the economic dispatch.

For AC MGs, research followed a similar trend, with [36] proposing a consensus proto-
col for secondary control. The consensus protocols inside the voltage and frequency loops
are constructed based on a linear model obtained by means of the input-output feedback-
linearisation technique. In [126], the authors studied further details about the inclusion of
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Figure 2.5: Distributed control architecture of an MG. Adapted from [1].

power-sharing features in the previous formulation. Later, a slightly different approach was
made by [110], where a distributed-proportional-integral (DAPI) controller was elaborated.
This distributed protocol uses the error in the average frequency of the MG as an auxiliary
variable to perform the frequency restoration. This controller also incorporates the reactive
power-sharing in the voltage loop, proposing a trade-off parameter for the voltage restoration
weight. Another work proposed a cooperative controller replacing the frequency droop [113].
The authors drew from the converter’s phase dynamics to avoid additional integrators in the
frequency restoration loop, allowing a faster secondary control response without frequency
measurements. This approach also benefits from the voltage observer proposed in [106]. Fol-
lowing a similar path, in [127] a multi-functional controller was made by the combination
of [113] and [110]. The controller realises all of the previous control actions, i.e. voltage and
frequency restoration along with active and reactive power-sharing. A fundamental part of
this control design is the incorporation of two distributed observers, for voltage and active
power. Indeed, in the literature (see [107,113,128,129]), authors have applied (2.14) to depict
average voltage observers in MGs. Observers have also been applied to active power [127],
IC [102] and State of Charge (SoC) of batteries [130], in distributed control strategies of
MGs.
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Regarding economic operation, in [63, 95] secondary controllers are proposed to apply
the IC in consensus algorithms with an optimiser to solve the economic dispatch. However,
the use of optimisers requires a high computing capacity to work in short periods of time.
In [61, 88] the IC consensus is used as a deviation for an integral controller applied to the
frequency loop of AC MGs. Subsequently, in [19, 20], another IC consensus was proposed
based on the DAPI structure. This approach focuses on solving a power-constraint economic
dispatch, and it incorporates a congestion management consensus term. In [101] and [102], a
distributed IC observer is implemented to realise tertiary control in DC MGs. The approach
in [101] adaptively modifies the droop coefficients using a consensus, as in [107] but with
average ICs. This controller is reliable, but it does not address improvements for transient
dynamics. In [102], a global power imbalance estimation is required to achieve the economic
dispatch, which is estimated through a secondary current regulator. However, the tertiary
control of IC needs to be decoupled from the secondary current regulator for stable operation,
lacking in transient dynamics for the IC as a result. Furthermore, like [61, 95], it does not
restore the voltages near nominal values.

Reference
MG
Type

Power-
Sharing

Economic
Dispatch

Enhanced
Transients*

Secondary
Restoration

Topology
Knowledge

Ref. [36] AC ✓ ✓

Ref. [110] AC ✓ ✓

Ref. [116] AC ✓ ✓ ✓

Ref. [118] AC ✓ ✓ ✓

Ref. [88, 90] AC ✓

Ref. [20] AC ✓ ✓

Ref. [108] DC ✓ ✓ ✓

Ref. [106] DC ✓ ✓

Ref. [122] DC ✓ ✓ ✓

Ref. [99] DC ✓

Ref. [102,104] DC ✓ ✓

Ref. [18, 23,24] AC/DC ✓ ✓

Ref. [49] AC/DC ✓ ✓ ✓

Ref. [13, 14] AC/DC ✓ ✓

PhD proposal AC/DC ✓ ✓ ✓ ✓

*referring to improvements made by changes to the loop with the power/current dynamics.

Table 2.1: Summary of distributed control strategies applied to MGs.
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2.4.1 Convergence improvements in MGs

In terms of research effort, in the last two decades, the emphasis has been on the devel-
opment of consensus protocols, and for this reason, many alternatives have been proposed
for enhancing its performance [75,131–133], i.e.: consensus with constraints, event-triggered
consensus, finite-time consensus, delay-robust consensus.

In order to improve the convergence speed, in [105] an integral-proportional secondary
control strategy based on the signum function has been proposed for the control of isolated
AC MGs. This work laid the foundations for subsequent works such as [38,111,118,134–136]
that apply variants of the signum function to perform the feedback protocol of the consensus
algorithms, forming more complete control strategies under the finite-time convergence. In
[123, 124, 136] finite-time protocols for consensus applications are investigated for DC MGs.
In [123], the finite-time protocol includes an input-saturation restriction. That strategy is
compared against that reported in [107], and it is claimed that the proposed methodology
achieves a slightly better response time with less overshoot. In [124], a finite-time controller
for average-voltage regulation is combined with a second-order consensus of the SoC of a
BESS. It is claimed that this methodology improves the current sharing within a finite settling
time.

Other strategies to improve consensus are related to optimising communication channel
usage. Limiting the rate of shared information required for DGs leads to benefits that have
been reported in the literature [137–139]. One of the first works that applied this concept
to MGs was [140]. In this work, self-triggered aperiodic communication is utilised for co-
ordinating the consensus control actions. This aperiodic communication reduces the data
transmission rates required among DGs. For the implementation, point-to-point communi-
cation was considered between neighbouring units and the next time instant for information
transmission and control update is precalculated depending on a power error threshold.

A problem regarding the communications in distributed control is the time delays, which
deteriorate and slow the convergence. The effect of delays have been studied in distributed
secondary control of MGs [37, 124, 141–143]. In [37], a small-signal analysis of distributed
secondary control is performed to study the time delays in AC MGs. Later on, this work was
expanded in [143] to the DC MGs. Overall, there are no clear methodologies proposed for
directly coping with communication issues, with the obvious exception of robust consensus
designs.

A robust distributed secondary control strategy was proposed in [144] to consider the un-
certainty in the communication links (between DGs), through an iterative learning mechanic.
The authors claim that the controller proposed in [144] guarantees the control objectives even
if all DGs are subject to internal uncertainties and external noises including initial voltage
and/or frequency resetting errors and measurement disturbances. The latter topic is also
addressed in [145].
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Other variations of the distributed control structure have been studied for dealing with
delays and uncertainty. For instance, in [146–148], predictive control with consensus protocols
has been proposed to yield secondary control. However, the theory behind these controllers
outreaches the scope of this thesis (focused on non-optimisation cooperative control).

A summary of consensus protocols applied to MGs is presented in Table 2.2

Protocol Features
MG

Type
References

Linear
They have the typical advantages and
characteristics associated with linear
systems. They can be described by linear
differential equations and analysed using
linear control tools. They could have
sub-optimal performance when applied to
non-linear systems.

DC Power-sharing
[106–108,143,149–151]

Economic dispatch
[99,100,102,104,152,153]

AC Power-sharing
[108,110,113,126,127,154]

Economic dispatch
[20,88,90,155]

Finite-Time
It is claimed that they can achieve a faster
dynamic performance than that achieved by
using linear consensus, and relatively good
disturbance rejection capabilities. However,
they may introduce chattering in the
response.

DC Power-sharing
[45,46,123–125,135,156]

AC Power-sharing
[38, 89, 105, 118, 152, 157]

[158]
Economic dispatch
[89]

Other non-linear
Typically based on sliding control
algorithms. It is claimed that they are
reliable to model uncertainties and
disturbances, and they introduce a reduced
level of chattering when compared to that
introduced by finite-time protocols.

DC Power-sharing
[159]

AC Power-sharing
[158,160–162] [163–166]
[167].

Table 2.2: Summary of different consensus protocols applied to MGs.

2.5 Discussion
This chapter reviewed the fundamentals related to the cooperative control of MGs giving con-
text to the advances in theories and strategies for the control of AC/DC MGs. The develop-
ments in the consensus theory allow MGs to implement, every time more, advanced and com-
plex techniques to ensure efficient control over the critical variables. Regarding the control of
ILCs, the literature depicts linear approximations (droop) for most of the power transfer dy-
namics, relying on steady-state deviations of frequency or voltage; few works have included an
additional control layer with consensus algorithms, but the functionalities/decision-making
capabilities of the ILC are still limited. In the current literature, cooperative control strategies
that achieve economic dispatch in multi-MG systems are insufficiently explored. Therefore,
there are research gaps regarding the dynamic performance of different distributed coopera-
tive control methods applied to generalised multi-MGs with multiple interconnections.
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Chapter 3

Multi-objective and Distributed
Finite-time Control for the Interlinking
Converter in a Hybrid AC/DC Microgrid
Content partially published on [2]. Creative Commons license.

3.1 Introduction
In this chapter, the proposed control strategy for a single AC/DC MG is described. Partic-
ularly, this chapter proposes a distributed coordination between generators by means of a
finite-time controller for the MG’s ILC, which ensures an economic operation while taking
care of the MG power utilisation. The latter implies that a multi-objective control is per-
formed by the ILC, which uses shared variables of ICs and average powers from distributed
generators on AC and DC sides. Also, an adaptive weighting method is proposed to adjust
the control effort regarding the average power utilisation of a side MG. For simplicity, it is
assumed only one ILC, but the strategy can be extendable to multiple ILCs (as shown in
Chapter 4). The controller’s performance is verified through simulations and experimental
setups. Results show that the proposed strategy is able to perform a trade-off between the
two control objectives while achieving a finite-time convergence even though communication
delays exist.

3.1.1 Problem statement

For the control of the hybrid AC/DC MG, the problem to be solved consists of simultaneously
ensuring economic power-sharing and a reliable operation for all the DGs. For the economic
dispatch coordination, both subgrids (AC and DC) need to agree on the most cost-effective
use of DGs. This is done by means of the equal IC principle [50]. However, this is not an
easy task because the optimal power distribution is not only economical; it also needs to
avoid the saturation of DGs, and, consequently, of MGs. The saturations originate because,
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occasionally, the IC variables suffer variations, and the difference between the ICs of the AC
and DC MGs is significant. Common reasons for such variations of ICs are the disconnection
of DGs, the power-sharing of ESSs based on the State of Charge (SoC) [51], and the market
price for energy in grid-connected operations [21].

3.1.2 Motivation

The literature about hybrid AC/DC MG topologies has not sufficiently explored the dis-
tributed control in the ILCs for economic dispatch. Some approaches exist, such as [14, 25],
but they have not properly discussed the interaction dynamics of ILCs and DGs to this end.
The work in [30] give some details about communication matrices considering ILCs but fo-
cuses on the controller design and system dynamics with the goal of power-sharing instead
of economic dispatch; moreover, it lacks definitions and stability proofs.

In terms of the ILC’s control, the sole regulation of ICs in situations where significant
differences exist between the subgrids may lead the ILC to leave an MG without energy
reserves, which are critical for dealing with generation-demand balancing, especially during
transient states. Thus, if a saturated subgrid increases its load, it will need to obtain power
from the other subgrid through the ILC, which is a slow process that might deteriorate
the transient dynamics. To the best of the author’s knowledge, this problem has not been
addressed in the control area of AC/DC MGs, with the exception of [28], where an attempt
to avoid MG’s saturation is indirectly introduced by means of a safety operation limit of 0.95
imposed in the power boundaries of the ILC’s operation mode. Nonetheless, this method
constantly reduces the power capacity of the ILC; also, it requires a fixed topology, so it is
not effective in the plug & play operation of DGs.

Motivated by this, this chapter introduces a novel multi-objective formulation for the
optimal dispatch of hybrid AC/DC MGs with MG saturation constraints.

3.1.3 Contributions and organisation

The contributions of this chapter can be summarised as follows:

• A finite-time communication-based control for the ILC is proposed, which guarantees
the economic dispatch of a hybrid AC/DC MG. A Lyapunov candidate is then derived,
which models the AC/DC MG as a graph of error signals and demonstrates the system’s
convergence.

• A multi-objective formulation for the ILC is proposed. An average power term is added
to the ILC’s controller to manage the saturation of MGs. A proof of convergence is
also developed, showing that the system can simultaneously reach equilibrium in IC
and average power, providing a trade-off weighting gain.

• Experimental and simulation validations of the proposed multi-objective finite-time
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controller for the ILC are realised. They show the behaviour of the ILC’s controller
under different conditions.

The rest of the chapter is organised as follows. In Section 3.2, the formulation of the
economic dispatch problem is presented as well as the definitions for communication network,
distributed control protocol, and design of control parameters. The design of the distributed
control for the ILC is presented along with a Lyapunov convergence analysis. Section 3.3,
explains the formulation of economic dispatch with MG saturation constraint. It includes
the design and proof of convergence of a multi-objective distributed control. In Section
3.4, a time delay stability analysis is conducted regarding the distributed control protocols
described in previous sections. In Section 3.5, case studies are described with the system and
control parameters. In Section 3.6, the results are presented and discussed, followed by the
conclusions in Section 3.7.

3.2 Design of a Distributed Control Strategy for the In-
terlinking Converter

3.2.1 Formulation of economic dispatch in a hybrid AC/DC MG

In a hybrid AC/DC MG with an ILC, such as the one shown in Fig. 3.1, the power interaction
between the side MGs (also named subgrids) is realised solely by the ILC. Under this premise,
the power transferred by the ILC becomes a demand disturbance for each MG, modifying
the generated power and thus the IC of the DGs.

-Microgrid -Microgrid

ILC

AC/DC

DG
1

DG
  𝐍𝐀𝐂

…

Load 1

Load m

Interlinking 
Converter

DG
1

…

…

DG
  𝐍𝐃𝐂

Load k

Load 1

…

Figure 3.1: Example of a hybrid AC/DC MG with one ILC.

In order to optimise the energy resources in the hybrid AC/DC MG, the ILC can be
controlled such that it synchronises the ICs of all the DGs, achieving a global economic dis-
patch. Thus, based on the developments made for the AC MG by [20,61,64], the optimisation
problem that describes the economic dispatch in a hybrid AC/DC MG can be written as
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min
P

{
NAC∑
i=1

Ci(Pi) +

NDC∑
i=1

Ci(Pi)

}
subject to,

Ci(Pi) = aciP
2
i + bciPi + cci ,

Pmin
i ≤ Pi ≤ Pmax

i ,

−Pmax
ILC ≤ PILC(P ) ≤ Pmax

ILC ,

PAC
D + PILC(P ) =

∑
j∈NAC

Pj ,

PDC
D − PILC(P ) =

∑
j∈NDC

Pj ,

(3.1)

where Ci(Pi) is a quadratic cost function for the i-th generator with parameters aci, bci and
cci. NAC and NDC are the group of DGs in the AC and DC MGs, whereas NAC = |NAC| and
NDC = |NDC| are the number of DGs in the AC and DC MGs, respectively. Also, PILC(P ) is
a function that describes the power transfer by the ILC, with P = (P1, P2, ..., PNsys) and Nsys

the total number of DGs (NAC plus NDC) in the system. PAC
D and PDC

D are the demanded
powers of the subgrids. The sign of the PILC(P ) terms in (3.1) suggests a positive value for
a power transferring from the DC to AC MG.

Arranging (3.1), one can get

min
P

{
Nsys∑
i=1

Ci(Pi)

}
subject to,

Ci(Pi) = aciP
2
i + bciPi + cci ,

Pmin
i ≤ Pi ≤ Pmax

i ,

−Pmax
ILC ≤ PILC(P ) ≤ Pmax

ILC ,

PAC
D + PDC

D −
∑

j∈Nsys
Pj = 0 ,

(3.2)

where Nsys = {NAC ∪ NDC}. It can be seen that the power balancing constraints can be
merged by summing them, cancelling PILC(P ) in the process (resulting in the same constraint
for power balance than [168]). From (3.2), the inequality constraints can be converted into
a set of equality constraints, producing a Lagrangian function of the form

L
(
Pi, σ

+
i , σ

−
i ,Λ

+,Λ−, λ
)
=

Nsys∑
i=1

Ci(Pi) +

Nsys∑
i=1

σ+
i (Pi − Pmax

i ) +

Nsys∑
i=1

σ−
i (P

min
i − Pi)

+ Λ+

(
PILC(P )− Pmax

ILC

)
+ Λ−

(
− Pmax

ILC − PILC(P )

)
+ λ

(
PAC

D + PDC
D −

Nsys∑
i=1

Pi

)
,

(3.3)

where λ, σ+
i , σ−

i , Λ+, and Λ− are Lagrange multipliers. Analogously to σ+
i and σ−

i in (2.5),
Lagrange multipliers Λ+ and Λ− are defined to adjust for the power constraint violations on
the ILC.

With those definitions, the derivative of Lagrange’s function takes the form

∂

∂Pi

L =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i + (Λ+ − Λ−)
∂PILC(P )

∂Pi

− λ , (3.4)

where ∂PILC(P )
∂Pi

is the sensibility of the ILC to the variation of Pi. Using (3.4) for analysing
the stationary optimality condition, it gives:

∂

∂Pi

L = 0 ⇔ λ =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i + (Λ+ − Λ−)
∂PILC(P )

∂Pi

. (3.5)
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The term ∂PILC(P )
∂Pi

could be obtained analytically by assuming an ILC controller and then
analysing the whole electrical system model of the hybrid AC/DC MG, e.g., using a small-
signal analysis. However, it is evident that if the ILC does not have sufficient power capacity
for the power transfers (by violating the inequality constraints), we have Λ+ > 0, and the
global synchronisation of ICs cannot be reached. Still, it can be argued that the economic
dispatch (minimum cost of operation respecting the power constraints) could be reached.

When the ILC has enough power capability for the power transfers, i.e., {Λ+,Λ−} = 0,
then, the stationary optimality condition can be revised as follows:

∂

∂Pi

L
(
Pi, σ

+
i , σ

−
i , λ

)
= 0⇔ λ =

∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i . (3.6)

From (3.6), it can be noted that all the DGs must have the same IC (λ) to accomplish the
global economic dispatch (other optimality conditions can be proved as in [20]). Provided
that each MG implements its own economic dispatch optimisation, a distributed control
based on the works [20, 169] can be assumed on each side (more details about distributed
control in each subgrid are given in Section 3.2.5). As a result, the ICs in each MG are
obtained locally by the DGs as

λAC
i = 2aciPi + bci + σ+

i − σ−
i , (3.7a)

λDC
j = 2acjPj + bcj + σ+

j − σ−
j , (3.7b)

where the condition λAC
i = λDC

j ∀ i ∈ NAC ∧ j ∈ NDC must be held for the global economic
dispatch. Therefore, the goal of the ILC is to equalise the ICs of (3.7).

From this point, a distributed control strategy is designed for this purpose, which generates
the required power reference P ∗

ILC . The power reference for the internal control loops of the
ILC can be calculated by directly comparing the ICs of (3.7). Hence, concerning reliability
and accuracy, it is proposed a distributed scheme where the DGs send their IC measurements
to the ILC. Because the control actions taken by the ILC affect the IC dynamics of the AC
and DC subgrids, the whole hybrid AC/DC MG can be viewed and analysed as a multi-agent
system with a graph Gsys. Fundamentals of graph theory are summarized in the Appendix C.

In the next subsection, definitions for the global communication network of hybrid AC/DC
MG are provided.
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3.2.2 Communication network

For simplicity, the communication between MGs is implemented only through the ILC,
i.e. DGs of different subgrids cannot communicate directly. The proposed communica-
tion topology for the hybrid MG can be represented as a combination of graphs, such as
Gsys := GAC ∪ GDC ∪ GILC. Each subgrid’s graph contains its communicated nodes (or
DGs), and can be expressed as G(AAC) or G(ADC). Also, GILC := (N *, EILC, AILC) with
N * ⊂ (NAC ∪ NDC ∪ NILC) represents the communication graph between the side MGs and
the ILC. Fig. 3.2 summarises the communication scheme considered by this work. In this
chapter, the communication scheme assumes only one ILC (NILC = 1), but it can be extended
to multiple ILCs, as it will be shown in Chapter 4.

-MG -MG

ILC

AC/DC

DG
2

DG
1

…

…
DG

  𝐍𝐀𝐂

DG
2

DG
1

…

…
DG

  𝐍𝐃𝐂

comm. linkscomm. linkscomm. link

Figure 3.2: Cyber-physical system representing a hybrid AC/DC MG. The ILC is an agent
that solely receives information, and it can indirectly (by a physical power transfer) connect

the AC and DC graphs. Reproduced from [2].

The former gives {AILC} = {aILC
AC i ∪ aILC

DC j ∪ aILC
ILC k / i ∈ NAC ∧ j ∈ NDC ∧ k ∈ NILC} where

aILC
AC , aILC

DC and aILC
ILC are vectors that represent the communication between the ILC and the

DGs in the AC and DC subgrids, and with the system’s ILCs, respectively.

This communication topology allows the subgraphs GAC and GDC operate independently
when the ILC (GILC) is disconnected, or when one side stops communicating to the ILC.

3.2.3 Distributed control of ILC for economic dispatch

Provided that each MG (AC or DC) can regulate and share its DG’s IC through a distributed
control (described in Section 3.2.5), a PI controller for equalising these ICs can be constructed
for the ILC as

P ∗
ILC = kP

p (uILC) + kP
i

∫ t

0

(uILC)dτ , (3.8)

where P ∗
ILC is the power reference to be transferred between MGs, uILC is the input error of

IC, kP
p and kP

i are control parameters. The reference P ∗
ILC is used to produce the current

references, by means of a division scheme [24], for the internal control loops of the ILC (the
control of the internal loops can be performed following the procedure described in [10] or
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[24]). Due to the physical limitations of the ILC, saturation is implemented on the controller’s
output along with an anti-windup algorithm on the integrator. Thus, Lagrange’s multipliers
Λ+ and Λ− are not required to be designed.

Given the communication matrix AILC, one can estimate the control input for the ILC
controller as

uILC = cL

(
NAC∑
i=1

aILC
ACiλi −

NDC∑
j=1

aILC
DCjλj

)
. (3.9)

Then, a finite-time algorithm has been added to (3.9) based on [38, 82] for a faster con-
vergence and small disturbance rejection. Moreover, the finite-time convergence along with
the PI structure of (3.8) provide robustness in the face of disturbances due to variation of
parameters or not modelled dynamics. Hence, the resulting controller is given by:

uILC = cL

NAC∑
i=1

NDC∑
j=1

sig
[
aILC

ACiλi − aILC
DCjλj

]αL , (3.10)

where cL > 0 and αL ∈ (0, 1) are parameters for regulating the convergence speed. Eq.
(3.10) performs the error between averaging IC measurements between AC and DC MGs.
The order of terms in (3.10) suggests a positive value for a power transferring from the DC
to AC MG; uILC is negative otherwise.

Remark 1 The controller developed in (3.8) can include, without negative effects, a decen-
tralised droop dynamics as reported in the works [18, 170]. If designed properly, the power
flow originated by droop dynamics will be compensated by the distributed control of (3.8),
acting as the second layer in the ILC used in [18].

The proposed protocol in (3.10), (3.8) gives the following result.

Theorem 1 Consider the control protocol described in (3.10) and (3.8) implemented by the
ILC of a hybrid AC/DC MG. Under a balanced graph with a spanning tree in the AC and
DC sub-MGs, the ICs synchronise in finite-time tf ≤ V (0)1−p

M(1−p)
∀ M > 0 and 0 < p < 1.

Proof. It is assumed that N = NAC = NDC and aILC
AC = aILC

DC for the sake of simplicity. This
allows the ICs to be paired, and the tracking error to be constructed as eλi = λAC

i − λDC
i .

Also, assuming an initial steady-state condition in the AC/DC MG, i.e., no load impacts,
the activation of the controller in (3.10) will drive the ILC to have a dynamics defined by
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ėλi = cL
∑N

j=1 aijsig
[
eλj − eλi

]αL with

[aij]N×N ≃


0 aILC

AC1a
ILC
AC2 . . . aILC

AC1a
ILC
ACN

aILC
AC2a

ILC
AC1 0 aILC

AC2a
ILC
ACN

... . . . ...
aILC

ACNa
ILC
AC1 aILC

ACNa
ILC
AC2 . . . 0

 . (3.11)

It is worth noting that ICs are given by (3.7) and that Lagrange multipliers σ+
i and σ−

i

are obtained by (2.7) using a sufficiently fast feedback loop. This means that these dynamics
can be neglected by the global IC dynamics.

Let V = 1
2
eλ(eλ)T be a Lyapunov candidate, with eλ = (eλ1 , . . . , e

λ
N), then

V̇ = (eλ)T ėλ =
N∑

i,j=1

cLe
λ
i aijsig

[
eλj − eλi

]αL . (3.12)

From (Lemma 2 [38]), one has

V̇ ≤ −1

2

(
N∑

i,j=1

(cLaij)
2

1+αL (eλj − eλi )
2

) 1+αL
2

. (3.13)

By defining Aλ = [(cLaij)
(2/(1+αL))], it results in

V̇ ≤ −1

2

(
(eλ)TL(Aλ) eλ

) 1+αL
2 . (3.14)

From (Lemma 3 [38]), one has

2(eλ)TL(Aλ) eλ ≥ 2 γ2
(
L(Aλ)

)
(eλ)T eλ > 0 , (3.15)

with γ2(L(A
λ)) as the second eigenvalue of L(Aλ). Recalling 2V = (eλ)T eλ and replacing

(3.15) into (3.14), it gives

V̇ ≤ −1

2

(
4γ2(L(A

λ))V
) 1+αL

2

≤ −2αLγ2(L(A
λ))

1+αL
2 V

1+αL
2

≤ −MV p ,

(3.16)

where M = 2αLγ2(L(A
λ))(1+αL)/2 and p = (1+αL)/2 are positive constants as long as cL > 0

and αL ∈ (0, 1). Therefore, (3.16) satisfies (Lemma 1 [38]), i.e. V (t) reaches zero at finite
time tf . ■
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3.2.4 Parameters for the proposed IC controller

Since the IC of each MG is received from several DGs (for reliability purposes), the commu-
nication vectors of the ILC need to apportion the information for generalised compatibility
(any number of communicating DGs per MG). Hence, the weights of the communication
vector for the ILC respecting the AC MG are designed as

aILC
AC i =

{
1

N ILC
AC

, if i-th DG communicates ,

0 , otherwise ,
(3.17)

where N ILC
AC is the number of active nodes in the AC MG sending information to the ILC.

The weights for the communication vector aILC
DC can be derived analogically.

The PI controller of power in the ILC is tuned assuming a unit plant, decoupled from
the ILC’s inner current controller and the subgrids’ IC consensus. The design control band-
width is selected as ωILC = min(ωAC

sec , ω
DC
sec ), where ωAC

sec and ωDC
sec are the secondary control

bandwidths applied into the AC and DC MGs, respectively.

3.2.5 Distributed control of DGs for economic dispatch

The distributed control for DGs can be chosen based on already published methods, like
[20, 36, 106, 108, 110]. In particular, the thesis’ author studied and developed a variation
of the former papers to achieve voltage and frequency restoration while an IC consensus is
performed.

For the DC MG, the structure of the i-th DG’s secondary control can be defined as:

Eref
i = E∗

DC −mDCPi + δE1
i + δE2

i , (3.18)

δE1
i = kE

p

(
uE
i

)
+ kE

i

∫ t

0

(
uE
i

)
dτ ,

uE
i = E∗

DC − Ei ,

Ei = Ei +

∫ t

0

(
NDC∑
j=1

aij sig
[
Ej − Ei

]ν1)
dτ ,


Average

voltage

regulator

(3.19)

δE2
i = kλ

p (u
λ
i ) + kλ

i

∫ t

0

(uλ
i )dτ ,

uλ
i = cAC

λ sig

[
NDC∑
j=1

aij (λj − λi)

]ν2
,


Incremental

cost

regulator

(3.20)

where Ei, and Pi are the output voltage and power of the i-th DG in the DC MG, E∗
DC is

the MG reference voltage, mDC is the droop gain, {kE
p , k

E
i , k

λ
p , k

λ
i } > 0 are parameters of PI

controllers, cDC
λ > 0 is a convergence speed parameter. Parameters {ν1, ν2} ∈ (0, 1) regulate

the finite-time convergence.
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The control scheme is resumed in Fig. 3.3, where GE
DC(s) and Gλ

c (s) are PI controllers.
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Figure 3.3: Distributed controller for DGs in DC MG.

For the AC MG, the DGs have the following secondary control loops:

Eref
di = E∗

AC − nACQi + nAC
d Q̇i + δE1

i + δE2
i , (3.21)

δE1
i = kE

p

(
uE
i

)
+ kE

i

∫ t

0

(
uE
i

)
dτ ,

uE
i = E∗

AC − Ei ,

Ei = Edi +

∫ t

0

(
NAC∑
j=1

aij sig
[
Ej − Ei

]µ1

)
dτ ,


Average

voltage

regulator

(3.22)

δE2
i = kQ

p (u
Q
i ) + kQ

i

∫ t

0

(uQ
i )dτ ,

uQ
i = cQ

NAC∑
j=1

aij

(
Qj

Qmax
j

− Qi

Qmax
i

)
,


Reactive

power

regulator

(3.23)

ωi = ω∗ −mACPi +mAC
d Ṗi + δω1

i + δω2
i , (3.24)

δω1
i = cω

∫ t

0

(
(ω∗ − ωi) +

NAC∑
j=1

aij
(
δω1

j − δω1
i

))
,

}
Frequency

regulator
(3.25)

δω2
i = cAC

λ

∫ t

0

sig

[
NAC∑
j=1

aij (λj − λi)

]µ2

,


Incremental

cost

regulator

(3.26)

where Edi is the voltage in the direct axis of a d-q reference frame, Ei, ωi, Pi, Qi are the
local average voltage, frequency, active and reactive powers of the i-th DG in the AC MG,
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respectively. E∗
AC is the MG’s voltage reference whereas ω∗ is the MG’s frequency reference.

nAC and mAC are the voltage and frequency droop gains. nAC
d and mAC

d are damping factors
to improve transient dynamics. Also, kE

p > 0 and kE
i > 0 are the parameters of a PI controller

with input is uE
i , kQ

p > 0 and kQ
i > 0 are the parameters of a PI controller whose input is uQ

i .
0 < {µ1, µ2} < 1 are finite-time fractional exponents, and {cQ, cω, cAC

λ } > 0 are convergence
speed gains.

The control scheme is resumed in Fig. 3.4, where GE
AC(s) and GQ

c (s) are PI controllers.

Communica�on Link

++

𝐸d𝑖
Voltage Observer

Average Voltage Regulator

Reac�ve Power Regulator

Frequency Regulator

𝛿𝜔𝑖
1

𝛿𝐸𝑖
2

-+ 𝐺AC
𝐸 𝑠

𝛿𝐸𝑖
1

  𝐸AC
∗

++
+

To
 In

n
er

 L
o

o
p

s

Control ac�on

Incremental Cost Regulator

𝛿𝜔𝑖
2

𝜃𝑖
+-

+

𝜔i

C
o

m
m

u
n

ic
a�

o
n

 C
h

an
n

el

  𝜔∗

+-

𝑄𝑖

𝑄𝑖

+

++
+ +-

𝑃𝑖

𝑃𝑖

+

Figure 3.4: Distributed controller for DGs in AC MG.

The convergence proof of the asymptotic form of (3.19) and (3.20) is analogous to [106],
with IC instead of current. For the finite-time consideration, [123] performed a similar sta-
bility analysis. The convergence of (3.22) and (3.23) was demonstrated in [112, 127]. In
steady-state, the consensus protocols of (3.22) and (3.23) achieve an average voltage value
for the MG equals to reference E∗ while distributing the reactive power between DGs. The
asymptotic convergence of (3.25) was demonstrated in [110]. The finite-time convergence
of (3.26) was demonstrated in [171] based on [38] and [20]. The asymptotic version of the
convergence proof of (3.26) was demonstrated in [127] but using the consensus variable of
power instead of IC. In steady-state, the consensus protocols of (3.25) and (3.26) achieve
the synchronisation of the DG’s frequencies to ω∗ while distributing the DG’s active power
according to the local cost functions, i.e., the synchronisation of IC is also achieved.
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Since the convergence advantage of finite-time algorithms in secondary control is minor
compared with the impact in the system’s dynamic caused by the parameter selection of the
ILC control, {ν1, ν2, µ1, µ2} = 0 will be taken for the sake of simplicity in the rest of this
thesis. A similar case is presented with the damping terms nAC

d and mAC
d since they only

improve transient dynamics of primary control and can be omitted if there is an appropriate
virtual impedance loop or similar technique to decouple between active and reactive power.

More details about the formulation of primary control and distributed secondary control
for DGs are given in Appendix B and Appendix F, respectively.

3.3 Design of a Multi-Objective Distributed Control
Strategy for the Interlinking Converter

Based on the previous formulation, an additional control goal can be incorporated into (3.10)
if the average power of each MG is considered [172]. The idea behind this is to regulate a
trade-off between an economic and safety operation. Occasionally, the IC suffers variations,
and the difference between the ICs of the AC and DC MGs could be significant. Under these
circumstances, the balancing of ICs performed by (3.10) can lead to improper operation (sat-
uration) of some generators. It is worth noting that the economic dispatch indiscriminately
modifies the power generated by DGs, so MG saturations may occur.

Undoubtedly, imposing power constraints on the subgrids can help to reserve energy in
the dispatchable DGs. These reserves are crucial for dealing with local transients [53]. Also,
saving in the generated average power of a MG may directly reduce the lines’ utilisation and
increase the useful life of assets. In particular, line congestions might appear when a MG
is forced to operate near its maximum power capacity (e.g. 1.0 [p.u]). The former can be
verified considering a linearised relation for line congestion (based on [20])

Il(P ) ≈ I0l +
N∑
i=1

PiGl i ≈ I0l +Gl
1

N

N∑
i=1

Pi , (3.27)

Il(P ) ≈ I0l +GlP , (3.28)

where Il is current in line l, I0l is a constant, Gli is the participation index of the i-th DG
to the l-th line, Gl is the average participation index of DGs to the l-th line, and P is the
average power of the MG’s DGs. Then, the normalised MG’s average congestion could be
approximated as [172]

SatMG
Avg(P ) =

1

L

L∑
l=1

Il(P )

Imax
l

≈
L∑
l=1

I0l
LImax

l

+ P

L∑
l=1

Gl

LImax
l

≈ κ1 + κ2P , (3.29)

where κ1 and κ2 are constants that depend on the MG’s topology. Therefore, it is suggested
that the MG’s average power linearly increases/decreases the utilisation of the distribution
lines, which can congest and consequently damage part of the MG’s infrastructure.
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The aforementioned reasons call for additional compensation for the ILC controller. By
controlling the average power of the MG, one could prevent the over-stress of cheaper gener-
ators of the hybrid MG. Also, avoidance of potential distribution line congestions is possible
without knowledge of the MG topology.

The estimation of an MG average power is feasible to obtain by means of a distributed
observer of power performed in every DG [127]. This kind of observer can be constructed as
follows:

P i = Pi + κc

∫ t

0

(∑
j∈Ni

aij sig
[
P j − P i

]β)
dτ , (3.30)

where P i is the average power estimation realised by the i-th DG in a MG, Pi is the measured
power of the local DG. The coefficients κc > 0 and 0 < β < 1 regulate the convergence rate.

The use of (3.30) gives rise to the development of control compensations to safeguard the
MG’s operation, which will be discussed in the next subsections.

3.3.1 Formulation of economic dispatch in a hybrid AC/DC MG
with subgrid power saturation

Based on (3.1), a formulation of the economic dispatch optimisation including a constraint
about the subgrids saturation is given by:

min
P

{
Nsys∑
i=1

Ci(Pi)

}
subject to,

Ci(Pi) = aciP
2
i + bciPi + cci ,

Pmin
i ≤ Pi ≤ Pmax

i ,

−Pmax
ILC ≤ PILC(P ) ≤ Pmax

ILC ,

0 ≤ PAC(P ) ≤ P
max
AC ,

0 ≤ PDC(P ) ≤ P
max
DC ,

PAC
D + PDC

D −
∑

j∈Nsys
Pj = 0 ,

(3.31)

where PAC(P ) =
∑NAC

i=1
Pi

NAC
and PDC(P ) =

∑NDC
i=1

Pi

NDC
are the average powers among DGs

in the AC and DC MGs, Pmax
AC and P

max
DC are the defined maximum values for the AC and DC

MGs that preserve the energy reserves, e.g., defined by a DNO. Moreover, the Lagrangian
function results in

L
(
Pi, σ

+
i , σ

−
i ,Λ

+,Λ−, νAC, νDC, λ
)
=

Nsys∑
i=1

Ci(Pi) +

Nsys∑
i=1

σ+
i (Pi − Pmax

i ) +

Nsys∑
i=1

σ−
i (P

min
i − Pi)

+ Λ+

(
PILC(P )− Pmax

ILC

)
+ Λ−

(
− Pmax

ILC − PILC(P )

)
+ νAC

(
PAC(P )− P

max
AC

)
+ νDC

(
PDC(P )− P

max
DC

)
+ λ

(
PAC

D + PDC
D −

Nsys∑
i=1

Pi

)
,

(3.32)
where νAC and νDC are Lagrange multipliers for the MG power saturation constraints.
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The proof of stationary optimality condition of (3.32) gives

∂

∂Pi

L =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i + (Λ+ − Λ−)
∂PILC(P )

∂Pi

+
νx
Nx

− λ = 0

⇔ λ =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i + (Λ+ − Λ−)
∂PILC(P )

∂Pi

+
νx
Nx

,

(3.33)

where νx represents νAC if i ∈ NAC or νDC if i ∈ NDC. Accordingly, Nx represents the number
of DGs in the AC or DC MGs. Then, assuming sufficient power capacity in the ILC, we have

λ =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i +
νx
Nx

, (3.34)

where νAC ≥ 0 and νDC ≥ 0 are placed in order to reserve power capacity in their corre-
sponding MG, i.e., avoid saturations. It can be seen from (3.34) that values greater than
zero in νAC and νDC will deviate the global IC, moving the IC of its corresponding MG in-
dependently from the other MG. Then, the ILC cannot ensure the synchronisation between
the AC and DC sides (similar to the case of Λ+ and Λ+ multipliers). A solution to this could
be incorporating the MG saturation constraints (νAC and νDC) locally in the DGs of each
subgrid (similar idea to what was done in [20] for the AC MG). This solution could keep
the synchronisation between AC and DC ICs while increasing the global IC to avoid MG
saturations. However, this kind of implementation is beyond the scope of this thesis.

Alternatively, from (3.1), one can put an additional control goal instead of a constraint
to restrict the MG saturations. As mentioned in the previous paragraph, to avoid an MG
saturation the ILC can reduce its power transfer, inevitably deteriorating the synchronisation
of ICs. Then, the ILC can perform one of the following to incorporate a new goal to avoid
MG saturations by reducing the control action related to the IC balancing: (i) calculate
a weighting factor “g”, i.e., min

{
g(PAC, PDC)

∑Nsys
i=1 Ci(Pi)

}
, or (ii) sum a term “g”, i.e.,

min
{∑Nsys

i=1 Ci(Pi) + g(PAC, PDC)
}

. Both methods could be equally effective provided a

proper tunning process for the parameters of the function g(PAC, PDC).

This thesis will be focused on the application of the second method (a form of regularisa-
tion). This method adds a new term, g(PAC, PDC), which includes a weighting factor, h, to
regulate the trade-off concerning the original objective function. For the implementation, the
new term is chosen such that is equalises the average power values of the side MGs. This will
give a reference from where the ILC will deviate from the global IC to support the saturation
of both subgrids equally. Thus, for this case, the objective function to minimise is given by

Nsys∑
i=1

Ci(Pi), +g(PAC, PDC) =

Nsys∑
i=1

Ci(Pi) + h

(
NAC∑
i=1

Pi

NAC
−

NDC∑
i=1

Pi

NDC

)
. (3.35)

Providing different h coefficients for the AC and DC MGs can provide more flexibility
in the control design (prioritising the power reserves of one MG). Then, the optimisation
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problem can be formulated as

min
P

{
Nsys∑
i=1

Ci(Pi) + hAC

NAC∑
i=1

Pi

NAC
− hDC

NDC∑
i=1

Pi

NDC

}

subject to,
Ci(Pi) = aciP

2
i + bciPi + cci ,

Pmin
i ≤ Pi ≤ Pmax

i ,

−Pmax
ILC ≤ PILC(P ) ≤ Pmax

ILC ,

PAC
D + PDC

D −
∑

j∈Nsys
Pj = 0 ,

(3.36)

with the Lagrangian function

L
(
Pi, σ

+
i , σ

−
i ,Λ

+,Λ−, hAC, hDC, λ
)
=

Nsys∑
i=1

Ci(Pi) + hAC

NAC∑
i=1

Pi

NAC
− hDC

NDC∑
i=1

Pi

NDC

+

Nsys∑
i=1

σ+
i (Pi − Pmax

i ) +

Nsys∑
i=1

σ−
i (P

min
i − Pi) + Λ+

(
PILC(P )− Pmax

ILC

)

+ Λ−
(
Pmin

ILC − PILC(P )

)
+ λ

(
PAC

D + PDC
D −

Nsys∑
i=1

Pi

)
.

(3.37)

Then, the stationary optimality condition gives

∂

∂Pi

L =
∂Ci (Pi)

∂Pi

+
hx

Nx

+ σ+
i − σ−

i + (Λ+ − Λ−)
∂PILC(P )

∂Pi

+−λ = 0

⇔ λ =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i + (Λ+ − Λ−)
∂PILC(P )

∂Pi

+
hx

Nx

,

(3.38)

where hx = hAC if i ∈ NAC, else hx = −hDC if i ∈ NDC.

Note the similarities of (3.38) with (3.33). Due to this fact, the formulation in (3.36)
also produces a de-synchronisation of ICs between the AC and DC sides. However, it will
be applied in the rest of the chapter to produce the necessary control actions to avoid the
subgrids’ saturation by sacrificing the precision of the global IC consensus.

3.3.2 Distributed multi-objective control for economic dispatch and
power regulation

The multi-objective control design of the ILC begins by adding a compensation term uILC

into the control input of (3.8). This new term yields the difference between the average power
of AC and DC MGs informed by the DGs. Also, because of the inherent trade-off between
IC and average power regulation, a weight is added to regulate the average power balancing.
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The resulting controller is given by:

P ∗
ILC = kP

p (uILC + u
′

ILC) + kP
i

∫ t

0

(uILC + u
′

ILC)dτ ,

u
′

ILC = cP

NAC∑
i=1

NDC∑
j=1

sig
[
hAC aILC

ACiP i − hDC aILC
DCjP j

]αP
,

(3.39)

where cP is a scaling coefficient, αP is a fractional exponent for convergence, hAC and hDC are
weights regulating the trade-off in the control objective, and P i and P j are the average power
estimation of the i-th DG in the AC MG and the j-th DG in the DC MG, respectively. For
implementation, (3.39) is simplified by αP = 1, giving a conventional asymptotic protocol
and avoiding unnecessary chattering. The proposed control scheme is resumed in Fig. 3.5,
where GP

c (s) represents a PI controller transfer function with a logic to clamp the output in
case of a complete loss of communications.
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Figure 3.5: Proposed control scheme for the ILC. Adapted from [2].

Remark 2 Noting that differently from [23], under economic dispatch the normalised powers
of DGs are not longer representative of the MG’s power utilisation. Therefore, the imple-
mentation of (3.30) is required by every DG. Just sending normalised powers to the ILC
could provide an accurate measurement of MG’s utilisation if and only if all DGs of an MG
communicate their local measurements (a fully connected graph), which is not a realistic nor
attractive scenario of communication investments.
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The use of (3.39) by the ILC gives rise to the following result

Theorem 2 Consider the control protocol described in (3.39) implemented by the ILC of
a hybrid MG. Under a balanced graph with a spanning tree in the AC and DC sub-MGs,
the IC synchronizes in a proportion given by the average power difference at a finite-time
tf ≤ V (0)1−p

M(1−p)
∀ M > 0 and 0 < p < 1.

Proof. Based on Theorem 1, the tracking errors are defined as eλi = λAC
i − λDC

i and
ePi = hACP

AC
i − hDCP

DC
i . For simplicity, it is assumed αL = αP . Also, the dynamics of

the power observers P
AC
i and P

DC
i can be viewed as constants by the ILC, provided a high

gain κc and a low ωILC. Then, let V = Vλ + VP = 1/2 (eλ(eλ)T + eP (eP )T ) be a Lyapunov
candidate; by following the steps of Theorem 1 (Lemma 2 [38] and Lemma 3 [38]), one can
get

V̇ ≤ −1

2

(
N∑

i,j=1

(cLaij)
2

1+αL (eλj − eλi )
2

) 1+αL
2

− 1

2

(
N∑

i,j=1

(cPaij)
2

1+αL (ePj − ePi )
2

) 1+αL
2

V̇ ≤ −2αL

(
γ1(L(A

λ))
1+αL

2 V
1+αL

2
λ + γ2(L(A

P ))
1+αL

2 V
1+αL

2
P

)
V̇ ≤ −MV p,

(3.40)

where AP = [(cPaij)
(2/(1+αP ))], p = (1 + αL)/2, M = 2αLγp, and

γ =

(
γ1
(
L(Aλ)

))2
+
(
γ2
(
L(AP )

))2 − ∣∣∣(γ1 (L(Aλ)
))2 − (γ2 (LP ))

2
∣∣∣

2
(
(γ1 (L(Aλ)))2 + (γ2 (L(AP )))2

) 1
2

.

where γ1(·) and γ2(·) are the first and second eigenvalues of their corresponding matrices.

Coefficients p and M are positive ⇔ {cL, cP} ∈ (0,∞) and {αL, αP} ∈ (0, 1), which
completes the proof. ■
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3.3.3 Parameters for the proposed multi-objective controller

The parameters of the PI controller are the same as in the previous section. Regarding the
weight used for the trade-off between control goals, values around [0,1] are recommended.
Fine-tuning can be conducted through offline Pareto optimality studies [53, 173]. However,
since this control action is only required when power is near the specified boundaries, h coef-
ficients can be calculated online with an adaptive formula depending on the MG saturation.
For this purpose, this work proposes an activation function with an exponential shape given
by

h(P x) = k1
h e

(k2h Px) , (3.41)

where the sub-index x represents either the AC or DC MG. The form of (3.41) is selected
because it gives a smooth and gradual increase in the average power balance when P x → 1.
The parameters of (3.41) are selected such that h(1.0) = 0.9, i.e. nearly 90% of the ILC
capacity is employed for average power balance when a MG is at maximum capacity. This
behaviour is illustrated in Fig. 3.6.
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Figure 3.6: Weight function for average power regulation. Adapted from [2].

Concerning the transient state dynamics, it is worth noting that (3.41) has a dependency
on the average estimation of each subgrid, which consequently depends on the DG’s powers
and their communications. Such dependency can be avoided by providing the same conditions
described in Theorem 2.

3.4 Time Delay Stability Analysis
The convergence proofs of Theorem 1 and Theorem 2 settled the ground for the simula-
tion tests coming in the next sections. However, the occurrence of time delays needs to
be addressed first, which is one of the more disturbing issues in communications systems
(e.g., it disturbs stability more than communication losses do). Time delays in distributed
control, using single-integrator dynamics, generally slow down the convergence time and in-
crease the transient state oscillations (overshoot) of the consensus variable in all agents. In
normal operations, time delays are assumed to be small and bounded. As demonstrated in
(Theorem 10 [76]), fixed and homogeneous time delays τ < τmax provide global asymptotic
stability. τmax = π

2γmax(L(A))
where γmax(L(A)) is the maximum eigenvalue of the system’s
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Laplacian matrix. It is worth noting that these conditions are reasonable to assume so that
no further control actions should be taken when time delays are present.

Despite this fact, the use of distributed observers, like the one in (3.30), gives rise to differ-
ent results. Works like [174–176] have identified issues with the dynamic average consensus
when affected by disturbances and time delays, even with constant input reference values.
Indeed, the issue can be mathematically demonstrated when considering the sampling of
different time instants. Based on (3.30), we have:

P i(t) =

{
Pi(t) +

∫ t

0

∑N
j=1 aij(P j(0)− P i(t

i
n))dx if 0 < t ≤ τ ,

Pi(t) +
∫ t

0

∑N
j=1 aij(P j(t

j
n − τ)− P i(t

i
n))dx if t > τ ,

(3.42)

where tin is the most recent sampled instant by the i-th agent immediately before running
the updating rule, and the initial condition P j(0) = 0 ∀j ∈ N (see [78,174]) must be met for
achieving consensus to the true average value, i.e., Limt→∞

∥∥∥(1/N)
∑N

j=1 Pj(t)− P i(t)
∥∥∥ = 0.

From (3.42), it can be seen that for 0 < t ≤ τ the integrator increases without limits since
it receives incorrect deviations (i.e., it accumulates Pi(t) plus a real value). During this time
period, P i(t) gets deteriorated and shared with other neighbours, propagating cumulative
errors throughout the network. If Pi(t) is constant during this time period, we can get by
iterating

P i(t) =

(
1−

N∑
j=1

aij

)s

Pi , for 0 < t ≤ τ , and s = t/Ts (number of samples) , (3.43)

which shows how the average deviates without even receiving neighbour measurements.

A numerical verification of this is conducted in Appendix E using constant and a triangular
wave input. The results confirm what was announced by [174]. To the best of the author’s
knowledge, unfortunately, the dynamic average consensus used in the literature of MGs
(e.g. [107, 127]) did not compensate for the steady-state deviations caused by time delay;
they simply did not address this situation, presumable because their control bandwidth is
designed to be sufficiently slow. This last statement can be true to some extent with the
results of [174], i.e., the steady-state errors are proportional to time delays and small in
well-connected topologies.

Therefore, considering the fact that steady-state errors only reduce the average value, and
the application of power observer given in this chapter, in which the power observers are
used in an exponential activation function, the effect of time delays can be negligible for
small delays (τ < 500[ms]) so no countermeasures will be taken.
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3.5 Case Studies
Performance evaluations of the proposed controllers are made through experimental tests
and simulations. The experimental tests were conducted in a laboratory environment with
a small hybrid MG testbed in order the validate the controllers in (2.15) and (3.39). Subse-
quently, simulations were yielded to further analyse the behaviour of the ILC in the face of
communication delays and changes in the trade-off policy. The simulation environment was
necessary to allow the load impacts of different simulations to occur at the same time-step
— this permits the waveforms to be overlapped and presented in the same chart for de-
tailed analysis. Also, the simulated MG represents an extended version of the experimental
testbed MG, with extra DGs and loads. Three cases are explored, both in the aforementioned
experimental and simulated environments. These cases of study are the following:

Case 1. Load changing operation

This is a base case for all the tests. The response of the ILC’s controller is studied under
controlled load impacts, first at the DC MG and then at the AC MG. The impacts’ mag-
nitudes are described in Table 3.1. Cases 2 and 3 subdue the hybrid MG to the same load
impacts as Case 1.

Case 2. Communication delayed operation

The ILC’s controller is subject to constant time delays in all its communication links. For
the experimental tests, it is used a constant delay τ of 400 [ms]. The values of delay τ used
for simulations are 125, 250 and 500 [ms]. Also, the DG1 of AC MG loses communication at
some point prior to the AC load impacts.

Case 3: Multi-objective operation

The behaviour of the ILC’s controller is studied under different values of hAC and hDC. For
experimental tests, the adaptive formula (3.41) is used. For the simulations, values of hAC

and hDC equals to 0, 0.2, 0.4, and the adaptive formula (3.41) are used.

Details about the simulated and experimental settings are now provided.

3.5.1 Simulated MG

The simulations are performed in the software PLECS. The hybrid MG used for simulations
is shown in Fig. 3.7; it incorporates 5 DGs and 3 loads per MG. The electrical parameters
of the system are based on the testbed hybrid MG [3] and are listed in Table 3.1. Control
parameters are shown in Tables 3.2-3.3; details about droop and secondary control gains used
by the DGs are given in Appendix F.

The economic function parameters in DC MG are 1/2 of the ones shown in Table 3.2.
The power constraints for the converters are the following; Pmax

i = 1 [kW] ∀ i ∈ Nsys,
Qmax

i = 0.25 [kVAR] ∀ i ∈ NAC and Pmax
ILC = 5 [kW]. The ILC has the communication vectors

aILC
AC = (1, 0, 0, 0, 1) and aILC

DC = (1, 0, 0, 1, 0).
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Figure 3.7: Simulated hybrid MG structure. The ILC block represents the AC/DC
converter depicted in Fig.3.5. Adapted from [2].

Parameter Value Parameter Value

Nom. Freq. 50 [Hz] Line R1-2 1 [mΩ]
Nom. Volt. AC 120 [V1Φ] Line R2-3 1 [mΩ]

Load Z1 15 [Ω] Line L1-2 2.50 [mH]
Load Z2 33 [Ω] Line L2-3 2.50 [mH]
Load Z3 12 [Ω]

Nom. Volt. DC 100 [V] Line R4-5 0.17 [Ω]
Load Z4 11 [Ω] Line R5-6 0.50 [Ω]
Load Z5 8 [Ω] Line L4-5 2.50 [mH]
Load Z6 16 [Ω] Line L5-6 2.50 [mH]

Table 3.1: System parameters of hybrid MG.

For the tests, a load impact on the DC side is introduced with the connection of Z6.
Subsequently, a second and a third load impacts take place on the AC MG; the AC load
impacts correspond to the connection and disconnection of Z1.
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Param. DG1 DG2 DG3 DG4 DG5

aci [$/kW2] 0.264 0.444 0.400 0.500 0.250
bci [$/kW] 0.067 0.111 0.100 0.125 0.063
cci [$] 51.00 31.00 78.00 42.00 51.00

Table 3.2: Economic function parameters in AC MG.

Parameter Value Parameter Value

kP
p 0.25 αL 0.70

kP
i 1.57 αP 1.00
cL 1000 k1

h 1x10−7

cP 4000 k2
h 16

Table 3.3: Control parameters of the ILC.

3.5.2 Experimental setup

The testbed MG topology used for experimental validations is a reduced version of the one
shown in Fig. 3.7, with the absence of Z3 and Z5. The generation is composed of DG1 and
DG4 (renamed as DG2) on the AC side and DG1, DG3 (renamed as DG2) and DG4 (renamed
as DG3) on the DC side. The DGs are emulated through industrial modular equipment of
the Triphase brand; it consists of multiple 15 [kVA] back-to-back converters with a 16 [kHz]
real-time embedded measurement and control system [3]. The experimental AC and DC MG
distribution systems are built in separate racks as shown in Fig. 3.8. Details inside the DG’s
emulators are shown in Fig. 3.9.

Control parameters for the DGs and power constraints are the same used by simulations.
The control parameters for the ILC are the same as Table 3.3, except kP

i = 0.78 and αL = 0.5.
For the communication, the ILC has the vectors aILC

AC = (1, 1) and aILC
DC = (1, 0, 1).
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Figure 3.8: Components of experimental testbed hybrid AC/DC MG, described in [3].
Reproduced from [2].

Figure 3.9: Detailed view of equipment and configuration of DG’s emulators. Reproduced
from [2].
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3.6 Results

3.6.1 Experimental results

Case 1. Load changing operation

The results under load changes are presented in Fig. 3.10, Fig. 3.11 and Fig. 3.12. From
Fig. 3.10 and Fig. 3.11, adequate operation under load impacts can be seen in the AC and
DC side MGs. At t = 8 [s], the ILC controller is activated, showing a smooth transient on
both sides; then, at t = 19 [s], the first load impact occurs in the DC MG accompanied by
another small transient. For both cases, the system quickly stabilises to seamlessly find its
economic operation point within a 2 [s] time span. For the instant t = 30 [s], the effect of
the load impact that occurred on the AC side can be seen, with a more pronounced transient
than in the DC case. Finally, at t = 43 [s], a second load impact is seen in the AC MG of
equal magnitude but opposite sign to the previous one. Both impact loads recover in about
three seconds, roughly doubling the settling time of the DC side’s load impact.
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Figure 3.10: MATLAB data logging of the experimental waveforms of AC MG under
controller in (3.39) and h-coefficient in (3.41). (a) Average voltage of DGs. (b) Active

power of DGs. (c) IC of DGs. Adapted from [2].
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Figure 3.11: MATLAB data logging of the experimental waveforms of DC MG under
controller in (3.39) and h-coefficient in (3.41). (a) Average voltage of DGs. (b) Active

power of DGs. (c) IC of DGs. Adapted from [2].
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On the IC waveforms in Fig. 3.12, it can be seen that the ILC quickly equates the ICs,
within the described settling times of the previous paragraph. The authors acknowledge
missing information from the ILC on the initial transient t ∈ (7, 10). The stored data was
held for 2.5 seconds by the ILC before updating. However, as seen in the previous figures, the
real system followed a seamless and damped transient during this period, reaching a steady-
state value where the ICs are equalised. Between t = 30 [s] and t = 43 [s] it can be seen
that the DC MG is near 80% of its capacity, so the IC balancing of the ILC is relaxed. After
t = 43 [s], the IC balancing recovers its fitness. The results show that the ILC is capable
of acting near the IC consensus bandwidth of the subgrid’s secondary control, ensuring an
optimal operation of the AC/DC MG at almost all times (except during the short transients).
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Figure 3.12: MATLAB data logging of the experimental waveforms of the ILC under
controller in (3.39) and h-coefficient in (3.41). (a) Average calculation of ICs. (b) Average

calculation of average powers. Adapted from [2].
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3.6.2 Simulation results

Case 1. Load changing operation

The results for the proposed control scheme under simulation are shown in Fig. 3.13, Fig. 3.14,
Fig. 3.15 and Fig. 3.16. Also, a brief comparison is presented in Fig. 3.17, showing the
performance of the ILC’s controller regarding finite-time convergence.

The secondary control variables of DGs are shown in Fig. 3.13, Fig. 3.14 and Fig. 3.16.
From Fig. 3.13a and Fig. 3.13b, it can be seen the voltage levels of the DGs in AC and
DC MGs restored near nominal values after the activation of secondary voltage control at
t= 0.3 [s]. It can be highlighted that there exist small deviations in the steady-state between
DGs; this behaviour was expected since there is an inherent trade-off concerning power and
voltage regulation in the subgrids (due to the resistive/inductance ratio in the line feeders
and composition of the overall MG). Another perspective about the performance of voltage
restoration can be seen in Fig. 3.14a and Fig. 3.14b, where average value calculations Ei

(using observers in (3.19) and (3.22)) are presented. The average voltages reach consensus
to the reference value after a short transient. As for the frequency, Fig. 3.13c also show a
restoration to the nominal value. In this case, the frequency restoration was activated at
t= 1.0 [s]. Finally, in Fig. 3.14c the secondary reactive power-sharing is depicted. It was
activated simultaneously with the secondary voltage control, at t= 0.3 [s]. It can be seen
that reactive power achieves a consensus but for values close to zero; this is mostly because
the proposed MG topology did have resistive loads, mainly.
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Figure 3.13: Simulation results of the hybrid MG under load changing conditions. (a) DG’s
voltages at AC subgrid. (b) DG’s voltages at DC subgrid. (c) DG’s frequency.
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Figure 3.14: Simulation results of the hybrid MG under load changing conditions. (a) DG’s
average voltages at AC subgrid. (b) DG’s average voltages at DC subgrid. (c) DG’s

reactive power.
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Results for the variables measured by the ILC are presented in Fig. 3.15. From Fig. 3.15a,
it can be seen that the average estimations of IC per subgrid reached a consensus after
the activation of the ILC control, at t= 3 [s]. This means that the hybrid AC/DC MG is
operating at the cheapest cost. Transient states can be observed for every major event of the
simulation. The duration of the transient states is related to the control parameters of the
ILC (control bandwidth). During these transients, the combined effects of the IC consensus
of secondary control and the ILC control action can be observed. It is worth noting that
a faster control bandwidth for the ILC could result in transient state oscillations due to
coupling with the aforementioned IC consensus of the secondary control of DGs.
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Figure 3.15: Simulation results of the hybrid MG under load changing conditions. (a)
Average IC of MGs. (b) Power of ILC. (c) Average power of MGs.
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The behaviour of the ICs along the hybrid MG system can be better perceived by the
curves of Fig. 3.16. After the secondary control of IC is activated, DGs inside each MG
achieve consensus. Then, with the ILC activation, all DGs continuously achieve consensus at
new equilibrium points, despite the transients caused by load impacts. This behaviour will
be true provided the DGs and the ILC is not saturated in power.

Time [s]
0 5 10 15 20 25 30 35 40

λ 
[$

/k
W

]

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

DG DC3 DG DC4 DG DC5DG DC1 DG DC2DG AC3 DG AC4 DG AC5DG AC1 DG AC2

DC
Load

AC
Load #1

ILC
on

AC
Load #2

Sec.control 
IC on

Figure 3.16: Simulation results of the DG’s ICs at hybrid MG in Case 1.

A short comparison is presented in Fig. 3.17 where the performance of the ILC with and
without the finite-time convergence is depicted. It can be seen that when the finite time is
deactivated, i.e., the exponent αL=1, the consensus of ICs takes more time. The finite-time
consensus achieves a reduced cost of operation in the hybrid AC/DC MG faster. However,
this benefit is in the long term since the savings (proportional to the area between the curves)
are small in each transient state.
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Figure 3.17: Comparison of ILC controller’s performance with and without finite-time
convergence.
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Case 2. Communication delayed operation

Fig. 3.18 shows the ILC signals under the presence of 500 [ms] time delays in the commu-
nication between DGs and the ILC. Also, a communication loss with DG1 is simulated at
t=28[s]. In this case study, the impact loads of the AC side are produced at t=23[s] (Z1 is
connected) and t=33 [s] (Z1 is disconnected). Overall, an oscillatory response can be seen
caused by large delays in the finite-time protocol; nevertheless, this effect can be neglected
by reducing the ILC’s control bandwidth or increasing the αL exponent— i.e. the finite-time
convergence speed can be reduced to avoid system instability. At t = 28 [s] the communica-
tion of DG1 in the AC MG is lost, however, it does not affect the controller performance in
any form (provided there is another DG in the same MG communicating). Therefore, given
the ILC’s control bandwidth and the weighting structure used for communication vectors, a
resilient behaviour is seen, being able to operate under large delays even if it loses some of
its communication links.
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Figure 3.18: Simulation results of the ILC under 500 [ms] time-delay. (a) Average IC of
MGs. (b) Average power of MGs.
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Fig. 3.19 shows how the ILC’s settling time increases as the transport delay does. In
general, the ILC responds adequately to delays τ < τmax, where τmax ≈ 785 [ms] by using
(3.11) and the procedure described in [76]. The magnitude of the transport delay deteriorates
the transient state damping and settling time in proportion. As for the steady-state values,
the delays do not alter these values. It is worth noting that for high delays (>500 [ms]), an
oscillatory behaviour can be seen in the steady state but it will decrease slowly over time as
the simulation runs.
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Figure 3.19: Simulation results of the ILC under different time-delays. (a) Average IC in
AC MG. (b) Average power in AC MG. Adapted from [2].
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Case 3. Multi-objective operation

Fig. 3.20 presents the results under different h coefficients. It can be seen that the choice of
such coefficients gives rise to variations on ICs and average power ratings between MGs. The
higher the h coefficient, the greater the deviation of ICs is. Also, it is shown that the regula-
tion of ICs is very sensitive to the h weight parameter; hence, this suggests that only small
values should be used when it is strictly necessary. Evidently, using the adaptive formula in
(3.41) gives better results, allowing the operation of one of the MGs to be safeguarded above
80 %, maintaining an appropriate trade-off between the control objectives.
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Figure 3.20: Simulation results of the ILC under different h-coefficients. (a) Average IC of
MGs. (b) Average power of MGs. Reproduced from [2].
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3.7 Discussion
This chapter demonstrated through experimental tests and simulations the feasibility of a
multi-objective control strategy for the ILC in a hybrid AC/DC MG. The proposed ILC’s
controller relies only on shared measurements of IC and average power to calculate the power
reference to be transferred between subgrids. It has been proven that the proposed protocol
is resilient against partial communication failures and transport delays. Also, the protocol
can ensure a finite-time convergence of control goals, as demonstrated in Theorems 1 and
2. In terms of the design, the weights for the average power balancing showed to be highly
sensitive, encouraging caution in its tuning.

Overall, the multi-objective proposal may be applicable in real MG implementations to
avoid the operation outside safety limits; in particular, preventing the saturation of one MG
while ensuring a fast and decoupled operation. Conversely, to decentralised approaches for
the ILC, the proposed strategy allows the application of secondary control on the AC and
DC subgrids.

Limitations of the proposed method for controlling the ILC are mainly related to commu-
nications; the tuning of finite-time parameters in the presence of large delays is complex and
limited due to stability issues. Also, the complete loss of communications with one subgrid
clamps the ILC’s output to zero (as it is programmed). Future research can be conducted to
develop a distributed controller for the ILC that copes with data and communication losses,
ensuring a sub-optimum economic operation. Furthermore, using the proposed controllers for
enlarged topologies such as meshed hybrid AC/DC MGs with multiple subgrids and multiple
ILCs are open research lines to follow. In the next chapters, extensions of the proposal will
be presented in more complex MG topologies.
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Chapter 4

Dynamic Average Consensus for Power
Balancing of a Cluster of Interlinking
Converters in AC/DC Microgrids under
Economic Dispatch and Delays
Content partially published on [4]. © 2023 IEEE.

4.1 Introduction
The application of consensus algorithms for the economic dispatch in AC/DC MGs can
be extended to AC/DC MGs with multiple ILCs. For this reason, this chapter presents
proposals based on Chapter 1 for cooperative control in AC/DC MG with multiple ILCs.
Particularly, this chapter presents a consensus algorithm for ILC power-sharing (an extension
of (3.39)). The proposed algorithm is a novel application of dynamic average consensus with
a distributed anti-windup for dealing with steady-state errors from communication delays.

The proposed controller consists of a PI control that balances the ICs received from
neighbouring units while achieving equal power-sharing between ILCs. One of the controllers
uses an observer (dynamic average consensus) for estimating the average power of the ILC
cluster; this method represents an alternative formulation to conventional single-integrator
consensus. An anti-windup with reset scheme is proposed to reduce steady-state errors in the
presence of fixed time delays. Stability analyses are also presented, as well as simulations.
Both show that the proposed controller successfully balances the power between ILCs being
comparable with similar approaches in the literature.
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4.1.1 Problem statement

For real-world implementations, instead of a single ILC, clusters of ILCs are getting attention
due to their scalability in power capacity. An exemplification of AC/DC MG with multiple
ILCs is depicted in Fig. 4.1. In this system, the power transfer between the subgrids is made
by the ILC cluster of NILC ILCs. In such a cluster, multiple ILCs need to be coordinated.

ILC 1

AC/DC

ILC 𝐍𝐈𝐋𝐂

AC/DC

…-MG
System

DG
1

…

DG
  𝐍𝐀𝐂

Load 1 Load 𝒎

…

-MG
System

DG
1…

DG
  𝐍𝐃𝐂

Load 𝒌

…

Load 1

Figure 4.1: Generic hybrid MG with a cluster of ILCs. Reproduced from [2].

In the AC/DC MG with multiple ILCs topology, shown in Fig. 4.1, there must be clear
coordination in order not to generate unnecessary power flows between the ILCs. Unnecessary
power flow inside a cluster of ILCs produces currents that induce power losses but do not
contribute to net power transfers [30]. As in the previous chapter, it is necessary that
the control scheme for economic dispatch coordination incorporate power restrictions. In
particular, restrictions related to the maximum power provided by each DG, ILC and MG.
Additionally, this chapter includes a general term for hard constraints in power that might
come from a distributed network operator to reduce distribution line congestions when the
ILCs are located at different buses in the subgrids.

4.1.2 Motivation

Conventionally, the control of ILCs is made by decentralised droop curves, producing that
the MG’s power dispatch relies on the controllers (centralised or distributed) of DGs [1, 16].
For multiple ILCs, the work in [26] was one of the first examples to coordinate the ILC
cluster using a droop strategy that equally shared the power. Distributed control has been
proposed for the coordination of ILCs [24, 29, 30, 176], improving resiliency compared with
centralised approaches and accuracy compared with droop control. In [24], a global power-
sharing in an AC/DC MG with multiple subgrids is done by using a PI controller with a
consensus algorithm between droop errors of ILCs (not in a cluster). The concept was also
applied in [29], where a consensus control has been used for the power-sharing of multiple
ILCs in a cluster. Also, a loading condition calculation loop is performed to compensate
based on frequency and voltage deviations from droop control. Similarly, [30] carried out a
consensus of power between ILCs and DGs for global power-sharing; this strategy assumes
cross communications between DGs of different subgrids.

63



Concerning the consensus algorithms, used for coordinating ILCs, [30] uses single-
integrator dynamics with a proportional controller whereas [24, 29] and [176] modify the
dynamics by including proportional-integral (PI) gains. Moreover, [176] explored the use of
a distributed observer for adjusting droop gains inside the ILC cluster.

To the best of the author’s knowledge, dynamic average consensus algorithms can be ap-
plied as an alternative to conventional consensus. Reported works in the control of DGs (see
observers in secondary control [1]) show dynamic average consensus dealing with trade-offs
that conventional consensus could not solve on its own. Also, dynamic average consensus
could give each ILC access to a local measurement estimation during transient states, fa-
cilitating the development of resilient cyber-attack methods, like the Kalman filter in [177].
Despite the fact that dynamic average consensus is sensible to communication delays, it is
mathematically possible to compensate for this (as [178] and [176] anticipated).

In addition, all of the reported works in distributed ILC power-sharing look after the
global power-sharing of the AC/DC MG. Thus, interactions with global economic dispatch
performed distributedly have not been sufficiently explored.

Motivated by this, this chapter introduces a consensus algorithm in the multi-objective
formulation of (3.8), and a different approach with a power observer (by dynamic average
consensus) with a PI control that uses a novel anti-windup algorithm that reduces the effects
of time-delays.

4.1.3 Contributions and organization

In the proposed scheme, the ILCs perform the power balancing inside the cluster by compar-
ing the local power measurement against the observed average power. In addition, the ILCs
also perform a control action related to the economic dispatch between AC and DC subgrids
and a local power constraint. This approach looks after the simultaneous convergence of both
control goals giving robust access to the average power of the ILC cluster.

The contributions of this work are summarised as follows:

• A distributed control for the coordination of a cluster of ILCs is proposed using a
power observer. The control is jointly implemented with an economic dispatch protocol.
Large-signal and steady-state stability are provided.

• A novel anti-windup algorithm with a reset scheme is proposed to reduce steady-state
errors when communication delays exist in the dynamic average consensus.

• A case study of hybrid AC/DC MG with a cluster of ILCs is simulated and evaluated
under different conditions.
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The rest of the chapter is organised as follows. In Section 2, the formulation of the
economic dispatch with multiple ILCs is developed. Then, a formulation of economic dispatch
with ILC power-sharing and power constraints is developed. In this section also the design
of the proposed controller with and without dynamic average consensus is described along
with stability proof. A novel anti-windup is proposed to deal with communication delays.
Section 3 presents the cases of study and system parameters. Section 4 has the results and
discussions. Finally, Section 5 presents the chapter summary discussion.

4.2 Design of a Distributed Control Strategy for a Clus-
ter of Interlinking Converters in a Hybrid AC/DC
Microgrid

4.2.1 Formulation of economic dispatch in an AC/DC MG with
multiple ILCs

Based on (3.1), let P be the vector with the powers of all the DGs in a hybrid AC/DC MG,
then, the economic dispatch optimisation can be written as

min
P

{
NAC∑
i=1

Ci(Pi) +

NDC∑
i=1

Ci(Pi)

}
= min

P

{
Nsys∑
i=1

Ci(Pi)

}
(4.1)

subject to,

Ci(Pi) = aciP
2
i + bciPi + cci ∀ i ∈ Nsys = {NAC ∪NDC} , (4.1a)

Pmin
i ≤ Pi ≤ Pmax

i ∀ Pi ∈ P , i ∈ Nsys , (4.1b)
− Pmax

ILC,j ≤ PILC,j(P ) ≤ Pmax
ILC,j ∀ j ∈ NILC , (4.1c)

PAC
D −

NAC∑
i=1

Pi =

NILC∑
l=1

PILC,l(P ) , (4.1d)

PDC
D −

NDC∑
i=1

Pi = −
NILC∑
l=1

PILC,l(P ) , (4.1e)

where Ci(Pi) is a quadratic cost function for the i-th DG, with parameters aci, bci and cci.
PAC

D and PDC
D are the demanded powers of the AC and DC subgrids, NAC and NDC are the

number of DGs in the AC and DC subgrids, and NILC is the number of ILCs.

When summing the power demand constraints equations, the term with PILC,l disappears
due to the symmetry in the power flow (similar to what was shown in Chapter 3). Then, based
on (3.3), the same type of Lagrange multipliers can be defined, resulting in the Lagrangian
function
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L
(
Pi, σ

+
i , σ

−
i ,Λ

+
j ,Λ

−
j , λ

)
=

Nsys∑
i=1

Ci(Pi) +

Nsys∑
i=1

σ+
i (Pi − Pmax

i ) +

Nsys∑
i=1

σ−
i (P

min
i − Pi)

+

NILC∑
j=1

Λ+
j

(
PILCj(P )− Pmax

ILCj

)
+

NILC∑
j=1

Λ−
j

(
Pmin

ILCj − PILCj(P )
)
+ λ

(
P AC

D + PDC
D −

Nsys∑
i=1

Pi

)
.

(4.2)

The stationary optimality condition can be checked as follows.

∂

∂Pi

L =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i +

NILC∑
j=1

(
Λ+

j − Λ−
j

) ∂PILCj(P )

∂Pi

− λ = 0

⇔ λ =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i +

NILC∑
j=1

(
Λ+

j − Λ−
j

) ∂PILCj(P )

∂Pi

.

(4.3)

Eq. (4.3) allow us to infer that the ICs have similar dynamics to (3.5) obtained in Chap-
ter 3.

Remark 3 It is worth noting that differently from Chapter 3, the ICs of the side MGs can
synchronise even if there are multipliers Λ+

j or Λ−
j different to zero; this is true if and only if

there is, at least, one ILC that is not saturated, i.e.,
∏NILC

j=1 Λ+
j Λ

−
j = 0.

4.2.2 Formulation of economic dispatch in an AC/DC MG with
multiple ILCs and ILC power-sharing

In order to analyse the effect of including the power-sharing between the ILCs, we can add
equality constraints as follows.

min
P

{
Nsys∑
i=1

Ci(Pi)

}
(4.4)

subject to,

Ci(Pi) = aciP
2
i + bciPi + cci ∀ i ∈ Nsys , (4.4a)

Pmin
i ≤ Pi ≤ Pmax

i ∀ Pi ∈ P , i ∈ Nsys , (4.4b)
− Pmax

ILC,j ≤ PILC,j(P ) ≤ Pmax
ILC,j ∀ j ∈ NILC , (4.4c)

PAC
D + PDC

D −
Nsys∑
i=1

Pi = 0 , (4.4d)

PILC,l(P )

Pmax
ILC,l

− PILC,j(P )

Pmax
ILC,j

= 0 ∀ l, j ∈ NILC . (4.4e)
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The Lagrangian function is

L
(
Pi, σ

+
i , σ

−
i ,Λ

+
j ,Λ

−
j , λ

)
=

Nsys∑
i=1

Ci(Pi) +

Nsys∑
i=1

σ+
i (Pi − Pmax

i ) +

Nsys∑
i=1

σ−
i (P

min
i − Pi)

+

NILC∑
j=1

Λ+
j

(
PILCj(P )− Pmax

ILCj

)
+

NILC∑
j=1

Λ−
j

(
Pmin

ILCj − PILCj(P )
)
+ λ

(
P AC

D + PDC
D −

Nsys∑
i=1

Pi

)

+

NILC∑
l=1

NILC∑
j=1
j ̸=l

wjl

2

(
PILC,l(P )

Pmax
ILC,l

− PILC,j(P )

Pmax
ILC,j

)
,

(4.5)
where wjl, such that wjl = −wlj, are the Lagrange multipliers for the new equality constraints
(ILC power-sharing).

Then, the stationary optimality condition gives

∂

∂Pi

L =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i +

NILC∑
j=1

(
Λ+

j − Λ−
j

) ∂PILCj(P )

∂Pi

− λ

+

NILC∑
l=1

NILC∑
j=1
j ̸=l

wjl

2

(
1

Pmax
ILC,l

∂PILC,l(P )

∂Pi

− 1

Pmax
ILC,j

∂PILC,j(P )

∂Pi

)
= 0

⇔ λ =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i +

NILC∑
j=1

(
Λ+

j − Λ−
j

) ∂PILCj(P )

∂Pi

+

NILC∑
l=1

NILC∑
j=1
j ̸=l

wjl

2

(
1

Pmax
ILC,l

∂PILC,l(P )

∂Pi

− 1

Pmax
ILC,j

∂PILC,j(P )

∂Pi

)
.

(4.6)

The latter formulation can also be performed by changing the constraints in (4.4e) by a
new control goal. In this case, due to the fact that ILCs get closer to the ILC cluster average
power when they share power, a tracking error concerning the average power is selected as
a control goal. This is done by means of a penalty function, similar to what was made in
Chapter 3 with the multi-objective formulation. The former leads to the formulation

min
P

{
Nsys∑
i=1

Ci(Pi) + w

NILC∑
j=1

(
P ILC(P )− PILC,j(P )

Pmax
ILC,j

)}
(4.7)

subject to,
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Ci(Pi) = aciP
2
i + bciPi + cci ∀ i ∈ Nsys , (4.7a)

Pmin
i ≤ Pi ≤ Pmax

i ∀ Pi ∈ P , i ∈ Nsys , (4.7b)
− Pmax

ILC,j ≤ PILC,j(P ) ≤ Pmax
ILC,j ∀ j ∈ NILC , (4.7c)

PAC
D + PDC

D −
Nsys∑
i=1

Pi = 0 , (4.7d)

where w is a global weighting factor to adjust the prioritisation of the control goal, and
P ILC(P ) =

(∑NILC
l=1

PILC,l(P )

NILCPmax
ILC,l

)
. It will be seen in this chapter that for w > 0 the system will

seamlessly and simultaneously achieve the synchronisation of DG’s ICs and ILC’s normalised
powers.

The Lagrangian function is

L
(
Pi, σ

+
i , σ

−
i ,Λ

+
j ,Λ

−
j , λ

)
=

Nsys∑
i=1

Ci(Pi) + w

NILC∑
j=1

(
P ILC(P )− PILC,j(P )

Pmax
ILC,j

)

+

NILC∑
j=1

Λ+
j

(
PILCj(P )− Pmax

ILCj

)
+

NILC∑
j=1

Λ−
j

(
Pmin

ILCj − PILCj(P )
)
+ λ

(
P AC

D + PDC
D −

Nsys∑
i=1

Pi

)

+

Nsys∑
i=1

σ+
i (Pi − Pmax

i ) +

Nsys∑
i=1

σ−
i (P

min
i − Pi) .

(4.8)

Conversely to (4.5), in (4.8) there is only one parameter w, which simplifies the imple-
mentation.

The stationary optimality condition gives

∂

∂Pi

L =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i +

NILC∑
j=1

(
Λ+

j − Λ−
j

) ∂PILCj(P )

∂Pi

− λ

+ w

NILC∑
j=1

(
NILC∑
l=1

1

NILCPmax
ILC,l

∂PILC,l(P )

∂Pi

− 1

Pmax
ILC,j

∂PILC,j(P )

∂Pi

)
= 0

⇔ λ =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i +

NILC∑
j=1

(
Λ+

j − Λ−
j

) ∂PILCj(P )

∂Pi

+ w

NILC∑
j=1

(
NILC∑
l=1

1

NILCPmax
ILC,l

∂PILC,l(P )

∂Pi

− 1

Pmax
ILC,j

∂PILC,j(P )

∂Pi

)
.

(4.9)
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4.2.3 Formulation of economic dispatch in an AC/DC MG with
multiple ILCs, ILC power-sharing and hard power constraints

Let us introduce a variant of the optimisation problem in (4.7), where hard power constraints
are defined for specific ILCs. This can be understood as temporary technical requirements
by a DNO. Then, the extended optimisation problem takes the form

min
P

{
Nsys∑
i=1

Ci(Pi) + w

NILC∑
j=1

(
P ILC(P )− PILC,j(P )

Pmax
ILC,j

)}
(4.10)

subject to,

Ci(Pi) = aciP
2
i + bciPi + cci ∀ i ∈ Nsys , (4.10a)

Pmin
i ≤ Pi ≤ Pmax

i ∀ Pi ∈ P , i ∈ Nsys , (4.10b)
− Pmax

ILC,j ≤ PILC,j(P ) ≤ Pmax
ILC,j ∀ j ∈ NILC , (4.10c)

PAC
D + PDC

D −
Nsys∑
i=1

Pi = 0 , (4.10d)

PILCk(P )− P ref
ILCk = 0 ∀ k ∈ Nk ⊆ NILC , (4.10e)

where P ref
ILCk is the power reference defined for the k-th ILC selected from a group of Nk

ILCs. It is worth noting that −Pmax
ILC,k ≤ P ref

ILC,k ≤ Pmax
ILC,k. With such a system, the KKT’s

stationary condition is proven by fulfilling

∂

∂Pi

L =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i +

NILC∑
j=1

(
Λ+

j − Λ−
j

) ∂PILCj(P )

∂Pi

+

Nk∑
k=1

zk
∂PILCj(P )

∂Pi

− λ

+ w

NILC∑
j=1

(
NILC∑
l=1

1

NILCPmax
ILC,l

∂PILC,l(P )

∂Pi

− 1

Pmax
ILC,j

∂PILC,j(P )

∂Pi

)
= 0

⇔ λ =
∂Ci (Pi)

∂Pi

+ σ+
i − σ−

i +

NILC∑
j=1

(
Λ+

j − Λ−
j

) ∂PILCj(P )

∂Pi

+

Nk∑
k=1

zk
∂PILCk(P )

∂Pi

+ w

NILC∑
j=1

(
NILC∑
l=1

1

NILCPmax
ILC,l

∂PILC,l(P )

∂Pi

− 1

Pmax
ILC,j

∂PILC,j(P )

∂Pi

)
,

(4.11)

where zk are the Lagrange multipliers associated with the hard constraints of power.

4.2.4 Communication network

For the distributed control design, a communication network is required, similarly to Chap-
ter 3. A communicated AC/DC MG involves agents which may be DGs or ILCs [2, 29, 30].
Then, the communications allow the AC/DC MG to be viewed and analysed as a multi-agent
system with a graph Gsys := GAC ∪ GDC ∪ GILC [2]. The subgraphs GAC and GDC are the
same explained in Chapter 3 and can operate independently when the ILC cluster (GILC)
is disconnected, or when one side stops communicating to the ILC cluster. It is defined

69



GILC := (N *, E ILC, A ILC) where N * ⊂ (NAC ∪ NDC ∪ NILC) is the number of communi-
cated agents, E ILC is the set of edges (agents) that are communicated; communicated agents
include ILCs and DGs. In a general form, considering symmetry in the communications
(bidirectional flow of information), the communication matrix of the AC/DC MG system
can be represented by

Asys =


AAC 0NAC×NILC 0NAC×NDC

0NILC×NAC 0NILC×NILC 0NILC×NDC

0NDC×NAC 0NDC×NILC ADC

+ AILC , (4.12)

where AAC, ADC and AILC are the communication matrices of the subgraphs GAC, GDC and
GILC, respectively. Particularly, the communication matrix AILC can be represented by

AILC =


0NAC×NAC [aILC

AC ] 0NAC×NDC

[aILC
AC ]T [aILC

ILC] [aILC
DC ]T

0NDC×NAC [aILC
DC ] 0NDC×NDC

 , (4.13)

where

aILC
AC =


aILC1

AC1 · · · aILC1
ACNAC

...
...

...
aILCNILC

AC1 · · · aILCNILC
ACNAC

 , (4.14)

aILC
DC =


aILC1

DC1 · · · aILC1
DCNDC

...
...

...
aILCNILC

DC1 · · · aILCNILC
DCNDC

 , (4.15)

aILC
ILC =


aILC1

ILC1 · · · aILC1
ILCNILC

...
...

...
aILCNILC

ILC1 · · · aILCNILC
ILCNILC

 . (4.16)

Also, there are defined aILCi
AC =

(
aILCi

AC1 , . . . , aILCi
ACNAC

)
, aILCi

DC =
(
aILCi

DC1 , . . . , aILCi
DCNDC

)
and

aILCi
ILC =

(
aILCi

ILC1, . . . , aILCi
ILCNILC

)
as vectors that represent the communication of the i-th ILC

with the DGs in the AC subgrid, DC subgrid, and with the system’s ILCs, respectively.

Remark 4 It is worth noting that for a symmetrical AC/DC MG, i.e., the same number of
AC DGs and DC DGs, the system communication matrix can be written as

Asys =


1 0 0

0 0 0

0 0 0

⊗ AAC +


0 0 0

0 0 0

0 0 1

⊗ ADC + AILC , (4.17)

where ⊗ represents the Kronecker product.
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Remark 5 Differently from the definition given in [30], the proposed matrix Asys defined in
(4.12) suggests that DGs of different MGs cannot communicate directly between them.

4.2.5 Distributed control using consensus

The control over the power flow of an individual ILC can be described as compensation
of an error signal depending on the average information received of ICs, supporting the IC
consensus implemented by the subgrids [2]. For the inclusion of more ILCs, balancing control
actions should be added. Then, inspired by [29,30] and [2], the following protocol is proposed:

P ∗
ILCi = (uLi + uRi)G

P
PI(s) + uCi , (4.18)

uLi = cL

(
NAC∑
l=1

aILCi
ACl

N ILC
AC

λl −
NDC∑
j=1

aILCi
DCj

N ILC
DC

λj

)
, (4.19)

uCi = cC

(
1

s

NILC∑
j=1

aILC
ILCij

(
PILCj

Pmax
ILCj

− PILCi

Pmax
ILCi

))
, (4.20)

uRi = cRi

(
P ref

ILCi −
PILCi

Pmax
ILCi

)
, (4.21)

where P ∗
ILCi is the power reference for the internal control loop of the i-th ILC (PILCi ≈ P ∗

ILCi in
real-world scenario), P ref

ILCi is a hard constraint of desired power (e.g. from a network operator
with or without direct communication with the ILC), uL is the local error estimation for power
transfer, same as in (3.9), uC represents the error from the balancing of the cluster of ILCs,
uR is the local error from the hard constraint, GP

PI(s) = kP
p + kP

i /s is a PI controller. The
parameters cL, cRi and cC regulate the convergence speed of their corresponding compensation
action. Also, provided a binary-defined adjacency matrix, N ILC

x = aILCi
x · 1Nx is equal to the

active nodes sending information to the i-th ILC, with x representing the AC or DC side,
and 1Nx representing a vector of ones with length Nx.

It is clear that the combination of uRi and uCi in the closed loop resembles a consensus
algorithm with a leader agent [15]. In this case, multiple leaders would fight to impose their
local power references while the remaining ILCs would try to get closer to the leaders. Thus,
references P ref

ILCi might lead to reducing the total power transferred between the subgrids,
i.e., the de-synchronisation of ICs. A solution to avoid this issue is to remove the ILCs with
designated power references from the ILC power-sharing communication algorithm (they
could be optionally removed from IC consensus as well). Otherwise, with one ILC with a
defined power reference included in the system, all the ILC clusters will try to reach that
power reference, most likely counteracting the effect of (4.19). With more than two ILCs
with defined power references, the problem to be solved by the local controllers becomes
complex, especially when P ref

ILCi ̸= P ref
ILCj∀i, j ∈ Nk.

Equation (4.18) represents the basis by which further analyses will be conducted in this
chapter. The next sections will present modifications of (4.18) and simulation comparisons.

The proposed protocol in (4.18)-(4.20) gives the following result.
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Theorem 3 Consider the control protocol described in (4.18)-(4.20) implemented by the ILCs
of a hybrid AC/DC MG. Under a balanced graph with a spanning tree in the AC and DC
sub-MGs, and between the ILCs, the ILCs globally synchronise the IC while sharing their
power rating asymptotically.

Proof. Lets assume N = NAC = NDC and a ILC
AC = a ILC

DC for the sake of simplicity. As-
suming also an initial steady-state condition in the MG, i.e., no load impacts, the acti-
vation of the controller in (4.18) will drive the ILC cluster to have a power dynamics as
follows: the IC dynamics can be expressed as uLi ≈ ėλi = cL

∑N
j=1 aij

(
eλj − eλi

)
[2], with

eλj = λl − λk ∀ l ∈ NAC, k ∈ NDC, and L(A) balanced. For the ILC power-sharing, we
define eCi =

∑NILC
j=1

PILCj

NILC
− PILCi. Then, ėCi = cC

∑NILC
j=1 aILC

ILCij

(
eCj − eCi

)
. Concerning the

power constraints of Λ+ and Λ−, they can be assumed achieved and perceived instantaneous
by the much slower IC dynamics (due to their implementation as part of saturation with
anti-windup as explained in Chapter 3).

For the hard constraint of power, the local power is modified to reach the designated
value P ref

ILCi each sampling time. Therefore, if the ILCs with defined power references are not
excluded from the communication protocol of ILC power-sharing, the ILC power-sharing dy-
namics get modified to eCi = eRi ≈ P ref

ILCi−PILCi

Pmax
ILCi

and ėCi ≈ cC
∑NILC

j=1 aILC
ILCij

(
eCj − eCi

)
+ cCκRie

C
i ,

where κR is a binary NILC sized vector whose elements are κRi = cRi if the i-th ILC has a
hard constraint of power (basically, a leader unit) and κRi = 0 otherwise.

Let V = VL + VC = 1/2
(
eλR(eλ)T + eCY (eC)T

)
be a Lyapunov candidate function,

with R and Y positive-definite matrices, eλ = (eλ1 , . . . , e
λ
N), and eC = (eC1 , . . . , e

C
NILC

).
Following similar steps than Theorem 1 [36], the components V̇L and V̇C can be proved
non-increasing provided cL, cC > 0 and that there is a spanning tree in the communication
matrices. Therefore, V̇ < M ∈ R. However, only eλi + eCi = 0 can be guaranteed in
steady-state. This is so if and only if P ref

ILCi = P ref
ILCj∀i, j ∈ Nk. If κR = 0 (or equivalently

cRi = 0 ∀i ∈ Nk) is selected to avoid interference with the convergence of the IC consensus
and the ILC power-sharing, eλ and eC converge to zero asymptotically, which completes the
proof. ■

4.2.6 Distributed control using dynamic average consensus

From (4.18), an alternative formulation for the power-sharing inside a cluster of ILCs can
be made by using a dynamic average consensus. In this case, the idea is to locally estimate
the average power of the ILC cluster (P ILCi) for using it as a reference in a PI controller.
The estimation of the ILC cluster power can be a more useful consensus variable compared
with ILC power when accessed by a DNO for further decision-making, or for implementing
cyber attack detection schemes. The use of dynamic average consensus in ILCs responds to
an effort to provide robust and flexible control to the ILC power-sharing control loop. This
is important when different control goals are settled into the ILC, e.g. economic dispatch,
ILC power-sharing and other power constraints. This technique will allow the same result as
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(4.18) but with more decoupling capabilities.

The analogy of this is the voltage control loop of DGs in MGs. Authors recognise that
there are trade-offs; then, for example, equal voltage regulation and reactive power-sharing
are unfeasible in MGs with inductive lines (the general case) [51,110,127,179]. To solve these
trade-offs in distributed control, on the one hand, some works (see examples in [110, 179])
proposed to relax the voltage restoration (convert it on a soft constraint) so the voltages
did not converge to the same reference value. The problems with this are the definition of
the restriction gain (which is sensible with systems stability) and the fact that there is little
control over how far from the reference the voltage of DGs can go. On the other hand, other
authors deal with the trade-off in voltage control using average values (through dynamic
average consensus) [107, 127]. The tunning process of the observer is simple, and, in most
cases, a unitary gain performs seamlessly.

Hence, the proposed protocol using a dynamic average consensus is given by:

P ∗
ILCi = (uLi + uCi + uRi)G

P
PI(s) , (4.22)

uLi = cL

(
NAC∑
i=1

aILC
ACi

N ILC
AC

λi −
NDC∑
j=1

aILC
DCi

N ILC
DC

λj

)
, (4.23)

uCi = cC

(
P ILCi −

PILCi

Pmax
ILCi

)
, (4.24a)

P ILCi =
PILCi

Pmax
ILCi

+ c
′

C

1

s

NILC∑
j=1

aILC
ILCij(P ILCj − P ILCi) , (4.24b)

uRi = cRi

(
P ref

ILCi −
PILCi

Pmax
ILCi

)
, (4.25)

where P ILCi comes from a distributed observer and stands for the average power of the ILC
cluster. Indeed, the total power transferred by the ILC cluster can be estimated by using
the average power as PTotal

ILC = NILCP ILCi. Noting that with (4.18) the total power can be
directly estimated by PTotal

ILC = NILCPILCi, but with a loss of accuracy in transient states. Also,
the local power could be estimated using the available average power. This is yielded by:
(i) P̂ 1

ILCi = Pmax
ILCiP ILCi (from (4.20)), and (ii) P̂ 2

ILCi = Pmax
ILCi

(
P ILCi−

c
′
C

s

∑
aILC

ILCij(P ILCj−P ILCi)
)

(from (4.24)).

Remark 6 Differently from [29, 30] and (4.20), the proposed algorithm in (4.24) involves
more control parameters but allows flexibility and access to the average power of the ILC
cluster, which will be used in the next chapter.

The proposed protocol in (4.22)-(4.24) gives the following result.
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Theorem 4 Consider the control protocol described in (4.22)-(4.24) implemented by the ILCs
of a hybrid AC/DC MG. Under a balanced graph with a spanning tree in the AC and DC
sub-MGs, and between the ILCs, the ILCs globally synchronise the IC while sharing their
power rating asymptotically, even though hard constraints of power are imposed on some of
the ILCs.

Proof. Taking the same assumptions than Theorem 3, with the ILC power-sharing error
defined as eCi = P ILCi− PILCi

Pmax
ILCi
≡ P ILCi−

∑NILC
j=1

PILCj(0)

NILCPmax
ILCj

, where PILCj(0) are the initial values

of ILC power when the protocol (4.24) is activated. Then, ėCi = cCc
′
C

∑NILC
j=1 aILC

ILCij

(
eCj − eCi

)
.

For the power constraint, eRi = P ref
ILCi − PILCi

Pmax
ILCi

. A high value of cRi could ensure a fast local
action, so eRi = 0 in view of the IC and ILC power-sharing loops. Moreover, conversely, to
Theorem 3, the local power modification does not alter the ILC power-sharing. The remaining
ILCs adjust their power ratings to get close to the ILC power average, but this value does not
have specific bounds that prohibit the zero error in a steady state. The former independency
between eλi , eCi and eRi is not true when the condition in Remark 3 is not fulfilled.

When the simplification eR = 0 is not met (there is no decoupling), we have

eRi = P ref
ILCi −

PILCi

Pmax
ILCi

= (P ref
ILCi − P ILCi) + eCi . (4.26)

Then,
ėRi = −Ṗ ILCi + ėCi ≈ 0 . (4.27)

Similarly to Theorem 3, let V be a Lyapunov candidate function such that V = VL+VC +
VR = 1/2

(
eλR(eλ)T + eCY (eC)T + eRZ(eR)T

)
with R, Y and Z positive-definite matrices,

eλ = (eλ1 , . . . , e
λ
N), eC = (eC1 , . . . , e

C
NILC

), and eR = (eR1 , . . . , e
R
NILC

) · κT
R. Also, κR is

defined as in Theorem 3. Therefore, following the steps of Theorem 1 [36], V̇ < M ∈ R, i.e.,
the IC error (eλ) converge asymptotically, which completes the proof. ■
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4.2.7 Steady-state stability

Provided a steady-state operation, by using the proposed controller in (4.22), similarly to
[127], one can get

∆P ss
ILC =Ke(t0) +KP

(
P

ss
ILC − P ss

ILC −KredcLL(A)e
λ
)

+KI
(
P

ss
ILC − P ss

ILC −KredcLL(A)e
λ
)
(t− t0) , (4.28)

where KP and KI are diagonal matrices carrying the proportional and integral gains, Ke(t0)

is a column vector that carries the controller’s output at t = t0, eλ =
(
eλ1 , . . . , e

λ
N

)T is the
same described in Theorem 1, and Kred is a NILC ×N reduction matrix that represents how
the compensation of errors eλ is distributed between the ILCs; a necessary condition is that
1NILCK

red = 1N . In the steady state, the time-dependent part of (4.28) is zero; thus, one can
have

⟨P ss
ILC⟩1T

NILC
− P ss

ILC = KredcLL(A)e
λ , (4.29)

where ⟨P ss
ILC⟩ represents the average value of state vector P ss

ILC =
(

P ss
ILC1

Pmax
ILC1

, . . . ,
P ss

ILCNILC
Pmax

ILCNILC

)T
. If

all the DGs initially share the same IC, then ⟨P ss
ILC⟩1T

NILC
= P ss

ILC. Otherwise, multiplying
both sides of (4.29) from the left by 1NILC gives

1NILC ⟨P ss
ILC⟩1T

NILC
− 1NILCP

ss
ILC = 1NILCK

redcLL(A)e
λ . (4.30)

Recalling the necessary condition for Kred, one can get on the right side of (4.30) that

1NILCK
redcLL(A)e

λ = cL(1NL(A)e
λ) = 0T

NILC
(4.31)

due to the bidirectional communications assumed. Therefore, ⟨P ss
ILC⟩1T

NILC
= P ss

ILC, which
completes the system stability proof.

4.2.8 Robustness of controller under fixed communication delays

As demonstrated in Chapter 3, [174] and [178], the dynamic average consensus has bounded
errors in steady-state due to communication delays. The steady-state errors originate because
of the local updating of variable P ILCi during 0 < t < τ , where there is still non-available
information from neighbours (initial values of P ILCj are assumed zero). To overcome this, it
is proposed to clamp to zero the inputs of the integrator of (4.24b) — like an anti-windup
algorithm — during the initial states until information began to arrive from neighbours.
Therefore, (4.24) is proposed to be adjusted according to Algorithm 1.

Algorithm 1 clamps to zero the invariant inputs by weighting the communication data.
For this purpose, the difference between P ILCj(t− τ) and P ILCj(t− τ − Tk) is used to detect
the end of the steady-state, where Tk ∈ [τ,∞) is the sampling time and τ is the time delay.
Then, the parameters of the communication matrix are multiplied by 0 if there is no new
information from neighbours and 1 otherwise. This procedure reduces the error induced
during t < τ .
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Also, in Algorithm 1, because the anti-windup is not perfect and its precision depends
on the relation between Tk and τ , a reset signal S is generated to refresh the cumulative
steady-state error after multiple load changes; this signal is activated with a boolean flag
signal st that comes from a periodic timer (with sampling time Tsample and period Tst >> τ).
For the design of the parameters, Tk should be close (20-120% tolerance) to τ and Tst can be
determined according to the knowledge of load variability of the AC/DC MG.

Algorithm 1 Selective Anti-windup with Reset (i -th ILC).

INITIALIZATION T = 0, S = 0, st = 0, P ILC = 0NILC

STEP 1 Simultaneously execute the functions:
TIMER( T , S , st )

if S == 1 , T ← 0 , st← 0 , end if
while T < Tst , T ← T + Tsample , end while
st← 1
return st , T

ANTIWIND( aILC
ILCi , P ILC(t− τ) , st )

for j = 1, ...,N ILC
i

if
∥∥P ILCj(t− τ)− P ILCj(t− τ − Tk)

∥∥ > ε, ssij ← 1
else ssij ← 0 , end if
aILC

ILCij ← aILC
ILCij · ssij

end for
S ←

∏N ILC
i

j=1 aij · st
return aILC

ILCi , S
STEP 2 Reset the integrator of (4.24b) with the rising of S, and multiply uC by NOT(S)

and NOT(
∑N ILC

i
j=1 aILC

ILCij == 0).
STEP 3 Return to STEP 1.
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4.3 Case Studies
The proposed controller is tested in a simulated AC/DC MG in PLECS. The MG is based
on [2] and depicted in Fig. 4.2. The electrical parameters of the system are listed in Table 4.1,
and the rest of the parameters are based on the ones listed in Chapter 3, Tables 3.1-3.2. The
economic cost function parameters of the DC MG are 3/4 the ones listed in Table 3.2 (the
ones used for the AC MG). The power ratings for the DGs are the following: Pmax

i = 10 [kW]
∀i ∈ {1, 2, 3, 4, 5} ⊂ NAC, Qmax

i = 3.33 [kW] ∀i ∈ NAC, Pmax
i = 10 [kW] ∀i ∈ {1, 2} ⊂ NDC,

Pmax
i = 15 [kW] ∀i ∈ {3, 4, 5} ⊂ NDC.

Parameter Value Parameter Value

Nom. Freq. 50 [Hz] Nom. Volt. DC 400 [V]
Nom. Volt. AC 220 [V1Φ] Load Z4 63.15 [Ω]

Load Z1 23.08 [Ω] Load Z5 63.15 [Ω]
Load Z2 23.08 [Ω] Load Z6 12.63 [Ω]
Load Z3 7.69 [Ω]

Table 4.1: System parameters of hybrid MG with multiple ILCs.

The control parameters of the proposed ILC controller are kP
p = 0.25, kP

i = 1.57, cL= 1400,
cC= 560, c′C= 0.8, cRi= 0, ε= 10−3, Tsample= 0.1[s], Tk= 0.5[s] and Tst= 13[s]. The power con-
straints for the ILCs are the following: Pmax

ILC4 = 10 [kW], Pmax
ILC3 = 1.3Pmax

ILC4, Pmax
ILC2 = 0.7Pmax

ILC4,
and Pmax

ILC1 = 1.1Pmax
ILC4. The ILCs have the communication vectors aILC1

AC = (1, 0, 0, 0, 1),
aILC2

AC = (1, 0, 0, 0, 0), aILC3
AC = (1, 0, 0, 0, 0), aILC4

AC = (0, 0, 1, 0, 0), aILC1
DC = (1, 0, 0, 0, 0),

aILC2
DC = (0, 0, 1, 1, 0), aILC3

DC = (0, 0, 0, 1, 1), aILC4
DC = (0, 0, 0, 1, 0), and the communication

matrix

[aILC
ILC] =


0 1 1 0

1 0 0 1

1 0 0 1

0 1 1 0

 .

Cyber 
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Cyber
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Figure 4.2: Simulated MG topology with communications. Reproduced from [4].
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In all of the test scenarios, the MG is subdued to load impacts; first, on the AC side by
changing Z3 from 7.69 to 4.69[Ω], then, on the DC side by changing Z6 from 12.63 to 8.47[Ω]
and vice versa. There are four groups of simulations analysed:

Case 1. Load changing operation:

This test employs the proposed controller in (4.22) with anti-windup. The performance of
the power balancing is analysed under load impacts and constant time delays of 330 [ms].
Also, in this test, in ILC #2, cR2=20 and P ref

ILC2=800[W] to analyse the behaviour of the
controller with a fixed power in one of the ILCs.

Case 2. Comparison between controllers’ performances:

The same scenario of Case 1 is used to compare the performances of the controllers of both
conventional consensus of (4.18) (with a gain of 5) and dynamic consensus of (4.22).

Case 3. Delay in the communications:

This test is conducted to show the performance of (4.22) with and without the anti-windup.
Time delays are tested throughout the ILC Cluster graph; values of 0 and 500 [ms] are
analysed for the delays (tests with small delays are omitted for briefness). Conversely to
Cases 1 and 2, this test is conducted without hard power constraints, i.e., cR2=0.

Case 4. Comparison between average power and local power estimations:

A test is conducted showing the performance of P ILCi estimation using both conventional and
dynamic consensus without hard constraints, and 500 [ms] of delays. Also, PILCi is compared
using the estimators:

(i) P̂ 1
ILCi = Pmax

ILCiP ILCi, and (ii) P̂ 2
ILCi = Pmax

ILCi

(
P ILCi −

c
′
C

s

∑
aILC

ILCij(P ILCj − P ILCi)

)
.

4.4 Results
Case 1. Load changing operation

The simulation results for Case 1 are shown in Fig. 4.3. From the simulation tests, it can
be seen in Fig. 4.3a that the ICs (average real-time estimations) of each subgrid converge
asymptotically. Small errors can be observed in the presence of time-delays, ≈6×10−3[%] at
τ=0.5[s], which is negligible when compared with other real-world sources of error, like noise.

Figure 4.3b shows the curves of ILC powers. Similarly to Fig. 4.3a, Fig. 4.3b depicts
an appropriate power balancing inside the ILC cluster with minor chattering introduced by
the anti-windup. Despite the use of the anti-windup with reset scheme, there are still small
steady-state errors due to the time delays, which are ≈1.2×10−1[%]. The latter exempts the
ILC’s #2 power, which remains restricted to a fixed amount as it was expected to be.
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From Fig. 4.3c, the balance of average powers can be seen. Here, it is possible to advert
small oscillations that Algorithm 1 creates, especially at the beginning of the simulation.
Several resets can be seen near t=13[s], t=33[s], t=52[s] and t=67[s]. It can be seen that the
spikes provoked by the resets in the average power values were not transferred into the ILC
powers (4.3b) nor the MGs ICs (4.3a). Also, one can note that even with P ILC2 ̸= PILC2, the
controller allows convergence in average power and economic dispatch.
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Figure 4.3: Simulation results for Case 1. (a) Average IC of MGs. (b) Power of ILCs. (c)
Average power of ILCs. Adapted from [4].
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Case 2. Comparison between controllers’ performances

The performance of the system under controllers (4.18) and (4.22) is shown in Fig. 4.4 and
Fig. 4.5. In Fig. 4.4, both controllers achieve IC consensus, as can be seen in Fig. 4.4a and
Fig. 4.4b, with almost the same settling time due to their analogy in the control parameters.
The latter means that the ILC power-sharing of both strategies did not interfere with the IC
consensus.
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Figure 4.4: Simulation results for Case 2. (a) Average IC curves, averaged from DGs data of
controller in (4.22). (b) Average IC curves, averaged from DGs data of controller in (4.18).

As for the ILC powers, Fig. 4.5b present higher differences in the power consensus’s tol-
erance (more deviations) concerning Fig. 4.5a. Moreover, Fig. 4.5b shows sudden changes in
the ILC powers, particularly around t=23[s] and t=63[s]. Those changes of the conventional
consensus are undesirable in real applications since they change the value of the ILC #2,
which was supposed to keep a constant value. The only visible advantage of the conventional
consensus is that under delays (like this condition) the power curves are smoother than the
case with the dynamic average consensus. The reason behind this is the non-linear design of
the anti-windup that introduces small chattering.
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Figure 4.5: Simulation results for Case 2. (a) Power of ILCs using the controller in (4.22).
(b) Power of ILCs using the controller in (4.18).
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Case 3. Delay in the communications

A deep performance analysis of Algorithm 1 can be obtained from Fig. 4.6. Here, the
proposed controller without anti-windup (red) suffers large steady-state errors, ≈51[%] with
τ=0.5[s], when compared with the delay-free case (blue). The controller with anti-windup
(green) greatly reduces the gap between the ILC’s cluster average power estimations concern-
ing the true average value, with an error of ≈11[%] after the load impact, and ≈1[%] after the
reset produced at t=30.5[s]. This result differs from the solution shown in [78] where a delay-
robust algorithm achieves consensus between the local estimates P ILCi but with constant
deviations proportional to the delays, which are undesirable in this application.
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Figure 4.6: Simulation results for Case 3. Comparison of the ILC #2’s estimation of ILC
average power using the proposed controller with and without anti-windup and different
delays. Adapted from [4].

Due to space limitations, analyses concerning the controller robustness against time-
varying delays are regarded as future work. However, previous developments, such as [178],
allow us to anticipate the convergence of the proposed algorithm given a bounded magnitude
of the time delay and its derivative.

Case 4. Comparison between average power and local power estimations

A comparison of average power estimation is given in Fig. 4.7a. It can be seen a similar
dynamic performance for both controllers. The controller that uses the observer in (4.24)
(green) presents less damping, in general, when compared to conventional consensus (red)
which only relies on the local power measurement. Overall, the conventional consensus is
barely affected by the delays due to its slow convergence speed (≈7[s]). In the case of the
proposed dynamic consensus controller, the anti-windup algorithm successfully worked to
compensate for steady-state errors and maintain the quality of the response within acceptable
levels.

Fig. 4.7b shows how effective the dynamic consensus can be to estimate the local power.
The estimation P̂ 1

ILCi (red) is not accurate during the transients states. However, estimation
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P̂ 2
ILCi has a perfect fit with the true value of PILCi at almost any time. The anti-windup helps

the dynamic consensus to provide an accurate measurement of P ILCi and, consequently, PILCi

when consensus is reached (steady-state error <2[%]). This estimation can be used for further
reliability purposes beyond the scope of this paper.
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Figure 4.7: Simulation results for Case 4. (a) Comparison of the ILC #1’s estimation of ILC
average power using the proposed controller and conventional consensus. (b) Comparison of
the ILC #1’s estimation of local power with estimators (i) and (ii). Adapted from [4].
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4.5 Discussion
This chapter validated the feasibility of dynamic average consensus for power balancing in
an ILC cluster of an AC/DC MG. It can be seen that the power balancing using the power
observer does not adversely affect the economic dispatch, even though communication delay
exists. Moreover, steady-state errors are small and bounded, and they are greatly reduced
by the proposed anti-windup algorithm. The latter allows the deployment of the proposed
controller without compromising the operation costs of the MG. The proposed controller also
makes the average power utilisation of the ILC cluster available from each ILC, which can
be used for further decision-making or cyber-attack resilient algorithms.

The anti-windup proposed in this chapter is a necessary item to avoid increasing the MG
cost of operation unnecessarily when the ILC power-sharing is pursued. It was shown that
compensating the initial errors of the dynamic average consensus (power observer) prevents
steady-state errors when time delays are present. The described anti-windup might be the
basis by which more complex distributed control strategies using dynamic average consensus
could be deployed, not only in MGs’ control area.

Limitations of the work are evident where large delays are present. There are chattering
issues introduced by the anti-windup to reduce steady-state errors, and issues related to the
selection of parameters. There must be some prior knowledge about the range of the time
delay’s magnitude (especially for selecting Tk and Tst). Also, the control design has not
included robustness against time-varying delays yet.
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Chapter 5

Multi-objective and Distributed
Finite-time Control for the Coordination
of Interlinking Converters in a Hybrid
AC/DC Multi-Microgrid

5.1 Introduction
In this chapter, an extension of the control strategy of the previous chapter is proposed. This
chapter proposes a cooperative control scheme for the ILCs in a meshed multi-MG system.
The proposed scheme has a main goal to achieve economic dispatch by equalising the IC vari-
ables shared by a communication layer between ILCs and subgrids. The strategy performs
additional control goals related to the balancing of power inside ILC clusters, and the bal-
ancing of average power between ILC clusters and subgrids to avoid saturations. The control
scheme uses adjustable weights based on exponential activation functions for dealing with the
trade-offs between economic and safety operations. Experiments are conducted through an
extensive simulated environment, modelled in PLECS. The results show a successful opera-
tion of the proposed controllers, which reduces the investment in communication links while
enhancing the reliability of the system. As a result, the use of the proposed control strategy
could maintain optimal costs during normal operation and reduce operational costs in the
long term by protecting the lifetime of critical MG components.

5.1.1 Problem statement

Within multi-MGs, global control actions, such as power-sharing and optimal dispatch, re-
quire a certain level of coordination between the subgrids. In this sense, we have a challenge
when defining the communication topology, and dealing with a trade-off between robustness
and investment costs. In addition, as mentioned in Chapter 3 and Chapter 4, EMSs for
economic dispatch must consider restrictions to guarantee a safe and efficient operation. In
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Figure 5.1: Representation of a meshed and hybrid multi-MG with four clusters of ILCs.

this regard, it is required to incorporate local power restrictions specific to each MG into
the global coordination of the system. In the case of multi-MG with multiple ILCs, coordi-
nation is required within each ILC cluster so that the system operates properly and there
is no unnecessary power flows through the system (causing losses), as previously mentioned
in Chapter 4; here it is essential to avoid the unnecessary power flow inside a cluster and
between clusters of ILCs. Finally, it should be considered to seek to take advantage of the
information available by the control strategy, so that the DNO can define additional restric-
tions and deliver an optimal power flow that adjusts to the needs of the distribution network
(multi-MG).

5.1.2 Motivation

The combination of MGs has caught special interest because this brings even more flexibility
to the system [180]. One of the research trends concerning MGs is related to its topologies;
in particular, hybrid AC/DC MGs have been extensively studied for real applications since
they keep the advantages of the DC systems while reusing most of the existing AC power
systems [16, 181]. In this regard, some researchers have proposed to enlarge the hybrid MG
systems to multi-MGs [31,41]. In Fig. 5.1, a generic representation of meshed AC/DC Multi-
MG is shown.

Some of the advantages of multi-MGs are lower operation costs and higher profits that MG
owners (or communities) can receive when compared with single MG systems [41–44, 182].
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Also, multi-MG customers can benefit from a more reliable and economical power supply [43].
In terms of the ILC construction, special cases are the ILCs for DC-DC and AC-AC MGs. For
such cases, small modifications need to be made compared with the control logic employed in
AC/DC ILCs (discussions about the ILC construction are outside the scope of this thesis). It
is worth noting that an AC/AC ILC adjusts the MG’s voltage and frequency levels; the latter
allows the integration of industrial subgrids into a global coordination scheme. Moreover,
using ILCs for the interconnection of multiple MGs gives freedom for each MG to operate
with its own voltage level and/or frequency.

Despite its potential, the use of meshed topologies with ILCs (like the one shown in
Fig. 5.1) is barely covered in the literature (as in [41, 47]). Consequently, there is a lack of
studies in the literature about the control design and coordination of such meshed systems.

Until now, meshed topologies with multiple ILCs were considered complex to study and
the available literature only focuses on multiple AC MGs partitioned by isolation switches.
The potential contribution in this regard is significant because in complex networks, such as
the one that is addressed, centralised control and optimisers (which have been the main way
of approaching it until now) entail significant disadvantages in terms of costs, reliability and
time of execution.

5.1.3 Contributions and organisation

The contributions of this chapter can be summarised as follows:

• The formulation of an economic dispatch optimisation is derived for a meshed hybrid
AC/DC multi-MG system with clusters of ILCs. The power balance constraint is
proposed using a connectivity matrix and non-linear functions representing the ILC
powers as dependent on the power of all the DGs in the system.

• The formulation of an economic dispatch optimisation with multiple objectives is pro-
posed for the meshed hybrid AC/DC multi-MG system with clusters of ILCs. Terms
inside the objective function are proposed to regularise the avoidance of MG saturation
and ILC power-sharing inside ILC clusters.

• A distributed multi-objective finite-time control for the ILCs is proposed, which guar-
antees the economic dispatch without communication between ILC clusters. Also, MG
saturation and ILC power-sharing are implemented through control loops relying on
averaged values of powers from neighbour DGs and other ILCs inside the ILC cluster.

• A novel constraint for the economic dispatch optimisation of meshed hybrid AC/DC
multi-MG system is proposed to restrict the saturation of power of ILC clusters. This
constraint is implemented as a term in a distributed multi-objective controller, which
yields the consensus of average powers of ILCs received from neighbour ILC clusters.
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• A case study of meshed hybrid AC/DC multi-MG with clusters of ILCs is simulated
and evaluated under different conditions.

The rest of the chapter is organised as follows. In Section 2, the formulation of the eco-
nomic dispatch problem and distributed control design for the ILC controllers are presented.
The design includes multiple control objectives: for IC consensus, MG saturation and ILC
power-sharing. In Section 3, the formulation and distributed control design of a novel ILC
cluster saturation constraint is performed, which is added to the developments of the previous
section. Section 4 describes the case studies, providing details about the simulated system
and control parameters. In Section 5, the simulation results are presented and discussed.
Finally, a final overall discussion is presented in Section 6, which includes a comparison of
the proposed control strategy with the literature.

5.2 Design of Distributed Control for a Meshed Multi-
Microgrid with Clusters of Interlinking Converters

Control over the topology of multiple interconnected AC/DC MGs requires the generalisation
of the developments made in the first chapters of this thesis. In general, it is hypothesised
that the coordination of ILCs can be performed in a distributed manner, allowing optimal
global dispatch. This section will propose the application of coordination control for a gen-
eralised meshed multi-MG; this topology incorporates several subgrids of AC and DC nature
interconnected by clusters of ILCs.

5.2.1 Formulation of economic dispatch in a meshed AC/DC multi-
MG

Based on (4.1), let P be the vector with the powers of all the DGs in the multi-MG, then,
the economic dispatch optimisation can be written as

min
P


NMG

1∑
i=1

Ci(Pi) + · · ·+
NMG

m∑
i=1

Ci(Pi)

 = min
P

{
Nsys∑
i=1

Ci(Pi)

}
(5.1)

subject to,

Ci(Pi) = aciP
2
i + bciPi + cci ∀ Pi ∈ P , i ∈ Nsys , (5.1a)

Pmin
i ≤ Pi ≤ Pmax

i ∀ Pi ∈ P , i ∈ Nsys , (5.1b)
− Pmax

ILC,i ≤ PILC,i(P ) ≤ Pmax
ILC,i ∀ i ∈ N cl

j , j ∈ Ncl , (5.1c)

Pm
D −

NMG
m∑
i=1

Pi =

Ncl∑
j=1

ϕmj

Ncl
j∑

l=1

PILC,l(P ) ∀ m ∈ NMG , (5.1d)

where Ci(Pi) is a quadratic cost function for the i-th DG in the m-th MG, with parameters
aci, bci and cci. Pm

D is the demanded power of the m-th MG, NMG is the number of MGs in
the system, NMG

m is the number of DGs in the m-th MG, Ncl is the number of ILC clusters,
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and N cl
j is the number of ILCs in the j-th cluster. Constraint (5.1d) represents the power

balance of the multi-MG. Also, the physical connectivity matrix between ILC clusters and
MGs is given by

ϕ =

Ncl︷ ︸︸ ︷
ϕ11 . . . ϕ1j

... . . . ...
ϕm1 . . . ϕmj


}
NMG , (5.2)

such that ϕmj ∈ {1,−1} if there is a connection whereas ϕmj = 0 otherwise. The condition
1T
mϕ = 0 must hold, i.e., there is a conservative power flow between ILC clusters. Thereafter,

when summing the constraints equations in (5.1d), the term with PILC,l disappears due to
the properties of matrix ϕ.

Given this property of matrix ϕ, the construction of the Lagrange’s function has the same
form and type of Lagrange multipliers of the Lagrange’s function described in (4.2).

Remark 7 The optimisation in (5.1) considers the global economic dispatch, i.e., all the
DGs are cooperating to achieve the cheapest operation. This is different from [43], where
MGs have their own optimisation and costs for selling their energy.

5.2.2 Formulation of economic dispatch in a meshed AC/DC multi-
MG with ILC power-sharing, hard power constraints and sub-
grid power saturation

Based on the advancements of the previous subsection and chapters 3 and 4, this section
presents a formulation for the global economic dispatch of multiple interconnected MGs
with additional control goals. In particular, the regulation of MG saturations (in the form
presented in (3.39)) and the ILC power balancing (described in (4.24)) studied along with
hard constraints of power in some of the ILCs.

Then, an expanded multi-objective global dispatch optimisation can be expressed as

min
P

{
J
(
f 1(P ), f 2(P ), f 3(P )

)}
(5.3)

subject to,
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f 1(P ) =

NMG∑
m=1

NMG
m∑
i=1

Ci(Pi) , (5.3a)

f 2(P ) =

NMG∑
m=1

NMG∑
k=1
k ̸=m

(
hmP

MG
m (P )− hkP

MG
k (P )

)
, (5.3b)

f 3(P ) =

Ncl∑
j=1

Ncl
j∑

l=1

(
P

cl

j (P )− PILC,l(P )

Pmax
ILC,l

)
, (5.3c)

Ci(Pi) = aciP
2
i + bciPi + cci ∀ Pi ∈ P , i ∈ NMG

m , m ∈ NMG , (5.3d)
Pmin
i ≤ Pi ≤ Pmax

i ∀ Pi ∈ P , i ∈ NMG
m , m ∈ NMG , (5.3e)

− Pmax
ILC,i ≤ PILC,i(P ) ≤ Pmax

ILC,i ∀ i ∈ N cl
j , j ∈ Ncl , (5.3f)

NMG∑
m=1

Pm
D −

NMG∑
m=1

NMG
m∑
i=1

Pi = 0 , (5.3g)

PILCk(P )− P ref
ILCk = 0 ∀ k ∈ Nk ⊆ N cl

j , j ∈ Ncl . (5.3h)

The functions P
MG
m (P ) and P

cl

j (P ) are the per unit average power of the m-th MG and
j-th ILC cluster, respectively. The objective function f 1(P ) represents the original economic
dispatch. The objective functions f 2(P ) and f 3(P ) represent the additional objectives pro-
posed previously in this work, which are the balancing among the power utilisation of MGs
and among ILCs in a cluster, respectively. Coefficients hm ∀ m ∈ NMG determine the priori-
tisation in the management of saturation/reserves of MGs.

In order to solve (5.3), assumptions can be made in the objective functions. One way to
deal with the simultaneous optimisations is to regularise with weighting parameters (following
similar steps to the adopted in Chapter 3 and Chapter 4). These changes give rise to the
objective junction:

min
P

{
f 1(P ) + hf 2(P ) + wf 3(P )

}
, (5.4)

where h and w are weighting parameters regulating the trade-off between control objectives.
Moreover, these parameters can be considered variants on the multi-MG power conditions.

Based on (4.8) and (4.11), one has that the derivative of the Lagrange’s function is

∂

∂Pi

L =
∂Ci (Pi)

∂Pi

+ hg1(P ) + wg2(P ) + σ+ − σ−

+

Ncl∑
j=1

Ncl
j∑

l=1

(Λ+
l − Λ−

l )
∂PILCl(P )

∂Pi

+

Nk∑
k=1

zk
∂PILCk(P )

∂Pi

− λ ,

(5.5)

where g1(P ) and g2(P ) are linear functions which can be calculated based on the results of
(3.38) and (4.11).
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Then, equalising to zero and solving results in

λ =
∂Ci (Pi)

∂Pi

+ hg1(P ) + wg2(P ) + σ+ − σ−

+

Ncl∑
j=1

Ncl
j∑

l=1

(Λ+
l − Λ−

l )
∂PILCl(P )

∂Pi

+

Nk∑
k=1

zk
∂PILCk(P )

∂Pi

.

(5.6)

Remark 8 Similarly to Chapter 4, there is a condition that ensures the economic operation.
As the single hybrid AC/DC MG case, λl = λk ∀ l, k ∈ Nsys must be held to achieve the
cheapest operation cost. In this case, if {h,w} = 0, the ICs between all the DGs in the
hybrid AC/DC multi-MG are synchronised using (5.6) provided there is at least one ILC
without saturation, i.e.,

∏Ncl

j=1

∏Ncl
j

l=1 Λ
+
l Λ

−
l = 0. Also, there must be at least one ILC cluster

without a single hard constraint of power in it.

From (5.6), one can see terms that deviate the optimal solution of the conventional eco-
nomic dispatch. In particular, it is possible to design the weighting parameters h and w
such that the system deviates the optimum IC regarding some safety operational criteria,
like having energy reserves for an MG failure. Hence, a distributed control scheme can be
realised for solving the multi-objective optimisation problem through the incorporation of
weighting parameters in each ILC’s control loop.

5.2.3 Communication network of a hybrid multi-MG with multiple
clusters of ILCs

Concerning the communication topology, the multi-MG with multiple clusters of ILCs can
be represented by an equivalent graph Gsys := ∪NMG

i=1 GMG,i ∪Ncl
j=1 Gcl,j where GMG,i is

the graph of the i-th MG and Gcl,j is the graph of the j-th ILC cluster. Each graph
can operate independently in case of clusters’ failures. The graphs GMG,i are analogous
to GAC and GDC of the previous chapters. In addition, Gcl,j := (N *

j , E
cl
j , A

cl,j) with N *
j ⊂

(NMG
m ∪NMG

n ∪N cl
j ) for any pair of MGs, m and n, connected by the j-th ILC cluster, and

{Acl,j} = ∪N
cl
j

i=1 {aILCi
m } ∪N

cl
j

i=1 {aILCi
n } ∪N

cl
j

i=1 {aILCi
ILC } where aILCi

m , aILCi
n and aILCi

ILC are vectors
that represent the communication between an ILC and the DGs of the m-th and n-th MGs,
and with the other ILCs in the j-th cluster, respectively.

In matrix form, the communication network of the AC/DC multi-MG system can be
represented by

Asys =

[
AMMG AILCs

MMG

AILCs
MMG AILCs

ILCs

]
, (5.7)
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AMMG =


Am 0 · · · 0

0
. . . . . . ...

... . . . . . . 0

0 · · · 0 ANMG

 , (5.8)

AILCs
MMG =


Acl,1

MG,1 · · · Acl,1
MG,NMG

...
...

...
Acl,Ncl

MG,1 · · · Acl,Ncl

MG,NMG

 , (5.9)

AILCs
ILCs =


Acl,1

cl,1 · · · Acl,1
cl,Ncl

...
...

...
Acl,Ncl

cl,1 · · · Acl,Ncl

cl,Ncl

 , (5.10)

where Am is the adjacency matrix of the m-th MG. AMMG, AILCs
MMG, and AILCs

ILCs are the com-
munication matrices describing the communications between DGs, DGs and ILCs, and be-

tween ILCs, respectively. Particularly, Acl,j
MG,m =


aILC1
m
...

a
ILCNcl

j
m

 and Acl,k
cl,j =


aILC1
cl,j
...

a
ILCNcl

k
cl,j

 with

aILCi
m =

(
aILCi
1 , . . . , aILCi

NMG
m

)
and aILCi

cl,j =
(
aILCi

ILC1, . . . , aILCi
ILCNcl

j

)
vectors that represent the

communication of the i-th ILC with the DGs in the m-MG and the ILCs of the j-th ILC clus-

ter, respectively. Noting that Acl,j
cl,j = Acl,j

ILC =


aILC1

ILC
...

a
ILCNcl

j

ILC

 with aILCi
ILC =

(
aILCi

ILC1, . . . , aILCi
ILCNcl

j

)
.

The form of AMMG suggests that no communication between DGs of different MGs is allowed.
In this section, the ILCs of different clusters are assumed not communicated, i.e., Acl,i

cl,j = 0
∀ i ̸= j ∧ i, j ∈ Ncl.

The former definitions are used to design a distributed controller in the ILCs of the AC/DC
multi-MG.

5.2.4 Distributed multi-objective control using consensus protocol

The distributed control for solving (5.4) is designed as an extension of (4.22). For the i-
th ILC in the j-th ILC cluster, which interconnects the m-th MG with the n-th MG of a
multi-MG system, the control actions take the form:

P ∗
ILCi = (uLi + uCi + uPi + uRi)G

P
PI(s) , (5.11)

uLi = cL

NMG
m∑
l=1

NMG
n∑

k=1

sig
[
aILCi
l

N ILC
m

λl −
aILCi
k

N ILC
n

λk

]αL

, (5.12)
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uCi = cC

(
P

cl

j,i −
PILCi

Pmax
ILCi

)
, (5.13a)

P
cl

j,i =
PILCi

Pmax
ILCi

+ c
′

C

1

s

Ncl
j∑

k=1

sig
[
aILCi

ILCk(P
cl

j,k − P
cl

j,i)
]αC

, (5.13b)

uPi = cP

NMG
m∑
l=1

NMG
n∑

k=1

sig

[
aILCi
l

N ILC
m

hm(P
MG
m,l )P

MG
m,l −

aILCk
k

N ILC
n

hn(P
MG
n,k )P

MG
n,k

]αP

, (5.14a)

P
MG
x,l =

Pl

Pmax
l

+
1

s

NMG
x∑

k=1

ax,lk(P
MG
x,k − P

MG
x,l ) , (5.14b)

uRi = cRi

(
P ref

ILCi −
PILCi

Pmax
ILCi

)
, (5.15)

where N ILC
m = aILCi

m · 1NMG
m

is the number of DGs of the m-th MG communicating with the
i-th ILC (active nodes), provided a binary communication matrix. The term P x,l comes from
a distributed observer of the l-th DG of the x-th MG and stands for the estimated average
power of the MG. Also, ax,lk is the communication weight between DG l and DG k, where
ax,lk ⊆ Ax (x could be the MG m or n in the example shown in (5.11)). The terms hm and
hn are weights that adjust the trade-off between IC balancing and the MG power utilization
of the interconnected MGs m and n, respectively. In this case, those coefficients are designed
adjustable based on (3.41) of Chapter 3.

5.3 Design of Distributed Control for a Meshed Multi-
Microgrid with Balancing of Clusters of Interlinking
Converters

From the design of the previous section, a novel ILC cluster balancing objective can be
included by adding a new control goal. The ILC cluster power balancing is not a control
objective necessary for achieving the economic dispatch, moreover, it increases the global IC
by deteriorating the power transfer between MGs. Despite this issue, grid operators might
need to induce some reductions on the total power transferred by the clusters of ICs to fulfil
specific safety conditions or reduce the system’s power losses. It is worth noting that, as
demonstrated in Chapter 4, the hard constraints of power in ILCs could lead to the ILC
cluster achieving the designated power, providing an increase or reduction in the ILC cluster
transferred power. However, a different approach could be taken by inducing a balancing
between a group of ILC clusters, which avoids the necessity of power references that may
lead the system to saturation if selected inappropriately.

Then, this section studies the feasibility of the implementation of such ILC cluster power
balancing control and its effect on the overall system performance. For its formulation, it
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is applied the same principle shown in Chapter 3 for the MG saturation, i.e. a formulation
relying on an average power observer.

5.3.1 Formulation of economic dispatch in a meshed AC/DC multi-
MG with ILC power-sharing, ILC cluster power-sharing, hard
power constraints and subgrid power saturation

Similarly to the case of balancing the MG’s average power to reduce the MG saturations
described in Chapter 3, a control goal can be added to the objective function of 5.4 to
perform the balancing of ILC cluster powers. Then, the objective function can be expressed
as

J
(
f 1(P ), f 2(P ), f 3(P ), f 4(P )

)
= f 1(P ) + hf 2(P ) + wf 3(P ) + Γf 4(P ) , (5.16)

where

f 4(P ) =

Ncl∑
j=1

Ncl∑
k=1
k ̸=j

(
djP

cl

j (P )− dkP
cl

k (P )
)
, (5.17)

Γ is a weighting parameter to regulate the control goal of ILC cluster balancing, and dj ∀ j ∈
Ncl is a coefficient that determines the prioritisation in the management of saturation/reserves
ILC clusters.

Thus, the KKT stationary optimality condition gives

λ =
∂Ci (Pi)

∂Pi

+ hg1(P ) + wg2(P ) + Γg3(P ) + σ+ − σ−

+

Ncl∑
j=1

Ncl
j∑

l=1

(Λ+
l − Λ−

l )
∂PILCl(P )

∂Pi

+

Nk∑
k=1

zk
∂PILCk(P )

∂Pi

,

(5.18)

where g3(P ) is a linear function depending on ∂PILCl(P )
∂Pi

.

5.3.2 Distributed multi-objective control with ILC cluster balancing
using consensus protocol

In this case, the communication between clusters of ILCs is assumed so that acl,j
cl,k ̸= 0 for all

k, j ∈ Ncl. Then, based on (5.11), the distributed controller for the i-th ILC of the j-th ILC
cluster is:

P ∗
ILCi = (uLi + uCi + uPi + uΓi + uRi)G

P
PI(s) , (5.19)

with

uΓi = cΓ sign(P cl

j,i)

Ncl∑
l=1

Ncl
j∑

k=1

aILCi
ILCk

(
Γl(P

cl

l,k)∥P
cl

l,k∥ − Γi(P
cl

j,i)∥P
cl

j,i∥
)
, (5.20)

where cΓ is a convergence speed parameter, P cl

l,k is the average power estimation of the l-th
cluster estimated by the k-th ILC using (5.13b), and Γi is the trade-off weight for the power-
sharing of ILC clusters regarding the IC consensus. Similarly to h coefficients described in
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Chapter 3, Γi can be fixed or adjusted by an activation function of the form Γi(P
cl

x ) = k1
Γe

k2ΓP
cl
x

where x is an ILC cluster; this ensures that this "penalty" compensation smoothly activates
as the maximum power of an ILC cluster is reaching. It can be seen from (5.20) that the ILC
clusters’ sign is managed. For the effects of the balancing, the subtraction is defined with
only positive values. Then, the sign of the local ILC cluster is preserved and reincorporated
at the end of the tracking error calculation.

A summary of the multi-objective control strategy for the ILCs using (5.11)-(5.19) is given
in the flowchart of Fig. 5.2. It describes the steps involving an arbitrary ILC of the multi-MG
system.
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Figure 5.2: Flowchart of the proposed multi-objective control strategy for ILCs in a meshed
multi-MG system.

5.4 Case Studies
To analyse the performance of the different proposed terms in the ILC controllers, simulations
are carried out on the software PLECS. For the simulations, an AC MG interconnected with
2 DC MGs is analysed; the system is depicted in Fig 5.3, and it is composed of 5 AC DGs, 5
DC DGs, 3 AC loads and 3 DC loads. Also, there are three ILC clusters in the system, so the
power flow of a meshed system can be studied. In particular, the system in Fig. 5.3 is similar
to Fig. 3.7 used in Chapter 4. In this case, it can be seen that the DC MG is divided in two,
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with the DC MG #1 made up of the DG6 and DG7 units, and the DC MG #2 compound
of the DG8, DG9 and DG10 units. As for the ILC clusters, Cluster #1 is made of 3 ILCs,
whereas Cluster #2 and Cluster #3 are made of 2 ILCs each. Numerical identification of
DGs and ILCs has been taken for clarity, which can be seen in Fig 5.3.
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Figure 5.3: Simulated meshed multi-MG system.

The rating magnitude of voltage for the AC MG is 220 [V] per phase, whereas the rating
frequency is 50 [Hz]. The rating voltage levels for the DC MG #1 and DC MG #2 are 400 [V]
and 370 [V], respectively. The power ratings for the DGs are the following: Pmax

i = 10 [kW]
∀i ∈ NAC, Qmax

i = 3.33 [kVAR] ∀i ∈ NAC, Pmax
i = 10 [kW] ∀i ∈ NDC. The power capacities

of ILCs are: Pmax
ILC11 = 11, 0[kW], Pmax

ILC12 = 7, 7[kW], Pmax
ILC13 = 14, 3[kW], Pmax

ILC21 = 10, 0[kW],
Pmax

ILC22 = 7, 0[kW], Pmax
ILC31 = 9, 0[kW], Pmax

ILC32 = 6, 3[kW]. The communication matrices and
vectors are:

AAC =



0 1 1 0 0

1 0 1 1 0

1 1 0 1 1

0 1 1 0 1

0 0 1 1 0


, ADC1 =

[
0 1

1 0

]
, ADC2 =


0 1 1

1 0 1

1 1 0

 , (5.21)

Acl,1
AC =


1 1 0 0 0

0 1 0 0 0

0 1 1 0 0

 , Acl,1
DC1 =


1 1

1 0

0 1

 , Acl,1
DC2 =


0 0 0

0 0 0

0 0 0

 , (5.22)
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Acl,2
AC =

[
0 0 0 1 1

0 0 0 0 1

]
, Acl,2

DC1 =

[
0 0

0 0

]
, Acl,2

DC2 =

[
0 1 1

0 0 1

]
, (5.23)

Acl,3
AC =

[
0 0 0 0 0

0 0 0 0 0

]
, Acl,3

DC1 =

[
1 1

1 1

]
, Acl,3

DC2 =

[
1 1 0

1 1 0

]
, (5.24)

Acl,1
cl,1 =


0 1 1

1 0 1

1 1 0

 , Acl,1
cl,2 =


0 0

0 0

0 0

 , Acl,1
cl,3 =


0 0

0 0

0 0

 , (5.25)

Acl,2
cl,1 = (Acl,1

cl,2)
T , Acl,2

cl,2 =

[
0 1

1 0

]
, Acl,2

cl,3 =

[
0 0

0 0

]
, (5.26)

Acl,3
cl,1 = (Acl,1

cl,3)
T , Acl,3

cl,2 = (Acl,2
cl,3)

T , Acl,3
cl,3 =

[
0 1

1 0

]
. (5.27)

The economic function parameters in the DGs of the AC MG are the same as described
in Table 3.2. For the DGs in the DC MGs, the values are 3/4 of the ones used in the AC
MG. The ILC control parameters are kP

p = 0.25, kP
i = 2.35, cL = 1000, cC = 2000, c′C = 5,

cP = 0.1Pmax
ILCi, and cΓ = 3000. The finite-time gains are αL = 0.8, αC = 1.0, and αP = 1.0.

For briefness in the analysis of simulation curves, power references to ILCs are omitted, i.e.,
cRi = 0; the interested reader is conducted to Chapter 4 to see the behaviour of the economic
dispatch and ILC power-sharing with this condition. The remaining parameters of the system
in Fig 5.3 mimic the parameters used in Chapter 4.

For the analysis of the performance of the system under challenging operation, i.e., load
impacts, saturations and time delays, four sets of cases of study are used to test each control
goal. The cases of study are defined as follows:

Case 1.a. Economic dispatch with load impacts

In this test, the ILCs apply the controller of (5.12) for IC synchronisation. Similarly to
Chapter 4, the subgrids are subdued to load impacts to analyse the transient and steady-
state performance: at t=23[s], Z3 changes from 7.69 to 4.69[Ω], then, at t=43[s], Z6 changes
from 12.63 to 8.47[Ω], finally, at t=43[s], Z6 changes again to 12.63 from 8.47[Ω].

Case 1.b. Economic dispatch with load impacts and ILC cluster saturation

In this case, the maximum power capacity of the ILC Cluster #3 is reduced to produce
saturation under certain load impacts. The ILCs of Cluster #3 are Pmax

ILC31 = 1800[W] and
Pmax

ILC32 = 415, 8[W].

98



Case 1.c. Economic dispatch with load impacts and communication losses

In this test, the economic dispatch is tested when one ILC cluster stops its power transfer. The
system starts with the same conditions as Case 1.b., and then the communication between
the side MGs and the ILCs in Cluster #3 is interrupted. Under this condition, only two ILC
clusters are operative for the economic dispatch. Sufficient power capacity is available in the
remaining ILC clusters.

Case 1.d. Economic dispatch with load impacts and communication time delays

In this test, different time delays are incorporated into the communication links between DGs
and ILCs. For briefness, homogeneous delays are incorporated for all communication links to
see the difference between delay magnitudes. Delays of 0 [s], 0.125[s] and 0.25[s] are analysed
using the system of Case 1.b.

Case 2. Economic dispatch with MG saturation and load impacts

The ILCs perform the control actions in (5.12) and (5.14). For the simulation, the maximum
power capacity of some ILCs and DGs is reduced to produce the saturation of one MG.
Specifically, Pmax

ILC31 = 1800[W], Pmax
ILC32 = 415, 8[W], Pmax

6 = 4400[W], Pmax
7 = 4400[W] and

Pmax
8 = 4000[W]. Values of 0.2 are used for the parameter hm of ILCs in Cluster #1, as well

as the adjustable expression hm(P ) of (3.41) but multiplied by 0.1. The same load impacts
as previous simulations are used. A time delay of 0.125 [s] is also used.

Case 3.a. Economic dispatch with ILC power-sharing and load impacts

This test incorporates the ILC power balancing action inside the ILC clusters. It uses the
same setup as Case 1.b., i.e., without MG saturations but with the new term (5.13) in the
ILCs’ controller. The test looks to validate the simultaneous synchronisation of global IC
and the ILC powers inside a cluster.

Case 3.b. Economic dispatch with MG saturation constraint, ILC power-sharing
and load impacts

This test incorporates the ILC power balancing action inside the ILC clusters. Thus, the new
term (5.13) is included in the ILCs’ controller. The same setup as Case 2 with the adjustable
hm(P ) is used, i.e. there is saturation in DC MG #1 and ILC Cluster #3 with a time delay
between DGs and ILCs.

Case 3.c. Economic dispatch with MG saturation constraint, ILC power-sharing
and communication losses

This test performs Case 3.b. but with a communication loss between the ILC #11 and the
ILC #12.
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Case 3.d. Economic dispatch with MG saturation constraint, ILC power-sharing
and communication time delays

This test performs Case 3.a. but with a homogeneous communication delay in all of the ILCs.
Delay values of 0, 0.125 and 0.25 [s] are used. The same anti-windup with reset scheme of
Chapter 4 is implemented to deal with steady-state errors in the distributed power observer.
Also, it tested a subcase where the coupling gains of Cluster #3 are reduced by half to
evaluate the level of decoupling between control loops.

Case 4.a. Economic dispatch with MG saturation constraint, ILC power-sharing
and ILC saturation constraint

This test uses (5.19) in the ILCs. The communication vectors between clusters of ILCs are

non-zero, taking the values: Acl,1
cl,2 =


1 1

1 1

1 1

 , Acl,1
cl,3 =


1 1

1 1

1 1

 and Acl,2
cl,3 =

[
1 1

1 1

]
. The same

MG conditions of Case 3.b. are used with a delay of 0.125 [s] included in the ILC power-
sharing communications. The tolerance of the anti-windup is slightly reduced compared with
Chapter 4 in order to relax high-frequency oscillations, particularly, ε = 10−4. Also, Γj values
of 0, 0.5 and the adjustable Γj(P ILC) are used simultaneously for all the ILC clusters.

Case 4.b Economic dispatch with MG saturation constraint, ILC power-sharing,
ILC saturation constraint and communication losses

In this test, communication losses are included in the communication between Cluster #1
and Cluster #2. To represent the worst-case scenario, all the communication links are discon-

nected between these two clusters, i.e., Acl,1
cl,2 =


0 0

0 0

0 0

 . The rest of the system parameters

are the same as Case 4.a. with the adjustable Γj(P ILC).

Case 4.c Economic dispatch with MG saturation constraint, ILC power-sharing,
ILC saturation constraint and communication time delays

In this test, delays are included in the cluster communication, which are 0, 0.125 and 0.25
[s]. The simulation setup is the same as in Case 4.a. with the adjustable Γj(P ILC).

5.5 Results
Case 1.a. Economic dispatch with load impacts

Fig. 5.4 and Fig. 5.5 show a summary of the main results for the application of distributed
economic dispatch using (5.12) in the ILCs. The system starts with droop control applied by
the DGs. Secondary control is activated at t=0.3[s] for voltage restoration and IC consensus
whereas the secondary control for frequency restoration is activated at t=1.8[s].
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It can be noted from Fig. 5.4a that all the individual ICs of DGs in the multi-MG syn-
chronise to the same value when the ILC control is enabled, at t=3[s], even though there are
no direct communications between DGs of different MGs or between ILCs. Also, seamless
transitions of ICs during the load impacts can be observed, with the biggest overshoot oc-
curring in the AC MG, during its local load impact at t=23[s]; this is due to the local DG’s
bandwidth for IC, which is slower by stability purposes than the bandwidth used in the DC
side MGs. As for the ILCs’ powers, Fig. 5.4b shows a distribution of power which is not
directly related to any control goals, instead this distribution of power comes as a result of
the power flow that the economic dispatch creates, which depends on the location of DGs,
their communication links with ILCs, and their cost functions. Similarly, Fig. 5.4c shows
how the combined power of DGs varies over time as a consequence of the economic dispatch.
The transient oscillations are reduced compared with Fig. 5.4c because these are curves of
average power (among DGs in the same MG). It can be seen that the DC MG #2 has the
highest overshoot on average, shown by its load impacts occurring in t=43[s] and t=63[s].
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Figure 5.4: Simulation results for Case 1.a. (a) IC of DGs in multi-MG. (b) Absolute power
of ILCs. (c) Average power of MGs.
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Additional variables are displayed in Fig. 5.5, where the MGs’ average voltages are shown
in Fig. 5.5a and Fig. 5.5b whereas the frequency of the only AC MG is shown in Fig. 5.5c. It
is worth noting that average voltage estimates are chosen to be graphed instead of individual
voltages since they are the secondary control variables used (see (F.4) and (F.7)). It can
be seen that the secondary control in each MG is performed seamlessly (each local average
voltage reaches its voltage reference) and does not modify nor get modified by the ILC control
loop during load impacts. A similar situation is observed for the frequency, where the locally
measured frequency stabilises to the reference every time there is a load impact despite the
ILCs’ power transfers.
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Figure 5.5: Secondary control variables for Case 1.a. (a) Average voltage magnitude of AC
MG. (b) Average voltage magnitude of DC MG #1 and DC MG #2. (c) Frequency of AC
MG.
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Case 1.b. Economic dispatch with load impacts and ILC cluster saturation

The results for saturation of ILC Cluster #3 are shown in Fig. 5.6. Figure 5.6a illustrates,
once again, how the DGs and ILCs manage to equalise the ICs. There are no noticeable
differences in the transients and steady-state values compared with Fig. 5.4a. It should be
pointed out that the curves in Fig. 5.6a are average IC values, i.e., all the ICs of DGs in each
MG are used for an average calculation before plotting; this means that the overshoots in
Fig. 5.6a look lower than Fig. 5.4a.

As shown in Fig. 5.6b, since the beginning of the ILC control action, at t=3[s], ILC #32
almost saturates. After the first load impact on the AC side (t=23[s]), ILC #32 saturates
and ILC #31 reaches roughly its mid capacity. The situation is more critical after the first
load impact in MG DC #2, where both ILC #31 and ILC #32 saturate. In this case, the
economic dispatch is still possible due to the meshed multi-MG topology, which has another
path to deliver the power transfers. It should be noted that if there is insufficient capacity
in any other ILC clusters, there will be desynchronisation in the ICs.

Concerning the average MG powers, shown in Fig. 5.6c, there is a slight alteration in the
transient states compared with Fig. 5.4c; mainly, the settling time is increase as some of the
power components that were needed to be transferred travelled in a longer path.
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Figure 5.6: Simulation results for Case 1.b. (a) Average IC of MGs. (b) Absolute power of
ILCs. (c) Average power of MGs.
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Case 1.c. Economic dispatch with load impacts and communication losses

For this test, where the communications from DGs towards the ILCs in Cluster #3 are lost,
the results are presented in Fig. 5.7. Overall, the charts in Fig. 5.7 depicted how the system
quickly overcame small disturbances originating from the loss of communications in ILC
Cluster #3.

Fig. 5.7a shows that the ILC controller is capable of keeping its consensus of ICs after
the communication loss, at t=10[s], reaching the same steady-state values as Case 1.a and
Case 1.b. However, the frequency bandwidth of the control is reduced as it has an increased
settling time and overshoot. This is mainly because there is one less path for the power to
flow (ILC Cluster #3), so it can be seen as a virtual load impact on the rest of ILCs.

In Fig. 5.7b, after t=10[s], all the ILCs achieve new operation points compared with Case
1.b. It is worth remembering that ILC #31 and ILC #32 clamped to zero their power output
after t=10[s] as it is programmed to happen when there is no communication from one MG
side nor a DNO hard power constraint (command) (see schematic of Fig. 5.2).

In Fig. 5.7c, we can see that the average powers of MGs are restored to the values before the
communication loss. Although there is a negligible error in the steady-state values compared
with Fig. 5.4c, the rest of the simulation depicts an appropriate response to load impacts.
A slower transient is observed, mainly as a consequence of the IC dynamics changes, as
described in previous paragraphs.
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Figure 5.7: Simulation results for Case 1.c. (a) Average IC of MGs. (b) Absolute power of
ILCs. (c) Average power of MGs.
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Case 1.d. Economic dispatch with load impacts and communication time delays

Communication delays are analysed for the controller in (5.12) in Fig. 5.8. In Fig. 5.8a, it is
shown how time delays slowly increased the ILCs’ power overshoot, although the variations
are very low. Similar trends are observed in Fig. 5.8b and Fig. 5.8c. In the case of Fig. 5.8b,
the delays also induce small steady-state variations in the absolute power of ILCs. The most
significant case is ILC #32, especially in 3 < t < 23 [s], where the difference caused by the
250 [ms] time delay is above 10% concerning the case without delays. For the rest of the
ILCs, time delays provoke steady-state deviations of less than 1%.

109



Time [s]
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70

λ 
[$

/W
]

0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
2.4
2.6
2.8
3.0
3.2
3.4
3.6
3.8
4.0

AC_MG : τ =250 ms
AC_MG : τ =125 ms
AC_MG : τ =000 ms

τ=250

τ=125

τ=0

DC_MG1 : τ =250 ms
DC_MG1 : τ =125 ms
DC_MG1 : τ =000 ms

DC_MG2 : τ =250 ms
DC_MG2 : τ =125 ms
DC_MG2 : τ =000 ms

AC
Load

DC
Load #1

ILC
on

DC
Load #2

(a)

Time [s]
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70

P I
LC

 [p
.u

.]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

ILC12 : Td=000[ms]
ILC13 : 𝜏=000 ms ILC21 : 𝜏=000 ms ILC22 : 𝜏=000 ms ILC31 : 𝜏=000 ms ILC32 : 𝜏=000 ms

ILC12 : Td=125[ms]
ILC13 : 𝜏=125 ms ILC21 : 𝜏=125 ms ILC22 : 𝜏=125 ms ILC31 : 𝜏=125 ms ILC32 : 𝜏=125 ms
ILC13 : 𝜏=250 ms ILC21 : 𝜏=250 ms ILC22 : 𝜏=250 ms ILC31 : 𝜏=250 ms ILC32 : 𝜏=250 ms

𝜏=250
𝜏=125

𝜏=0

ILC11 : 𝜏=000 ms ILC12 : 𝜏=000 ms
ILC11 : 𝜏=125 ms ILC12 : 𝜏=125 ms
ILC11 : 𝜏=250 ms ILC12 : 𝜏=250 ms

AC
Load

DC
Load #1

ILC
on

DC
Load #2

(b)

AC_MG : τ =250 ms
AC_MG : τ =125 ms
AC_MG : τ =000 ms

τ=250

τ=125

τ=0

DC_MG1 : τ =250 ms
DC_MG1 : τ =125 ms
DC_MG1 : τ =000 ms

DC_MG2 : τ =250 ms
DC_MG2 : τ =125 ms
DC_MG2 : τ =000 ms

DC
Load #1

DC
Load #2

Time [s]
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70

Pa
vg

 [p
.u

.]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

ILC
on

AC
Load

(c)

Figure 5.8: Simulation results for Case 1.d. (a) Average IC of MGs. (b) Absolute power of
ILCs. (c) Average power of MGs.
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Case 2. Economic dispatch with MG saturation and load impacts

The main results for the multi-objective ILC controller with MG saturations are summarised
in Fig. 5.9 and Fig. 5.10. Overall, due to the reduction in the converters’ power capacities
of DGs, all charts reflect an increase in the overshoot during transient states, i.e. after the
activation of the ILCs and load impacts, concerning the results of Case 1.b.

In Fig. 5.9a, it can be seen that after the activation of the saturation constraint, at
t=13[s], a higher value for the hm coefficient (m is the MG number) produces an increase
in the transient oscillations of ICs. This phenomenon vanishes after a transient of around 5
[s]. As for the steady-state variations, the ICs show different values compared with Case 1,
i.e., there is a de-synchronisation of ICs, similar to what has been seen in Chapter 3. Similar
trends regarding the sensibility to hm and transient state oscillations are observed in the
powers of Fig. 5.9c.

In Fig. 5.9b, an increasing behaviour of the absolute powers of ILC #12 and ILC #13 can
be seen after t=13[s]. Indeed, in Fig. 5.10, it can be seen that the power of both neutralises
each other (different sign), so an equilibrium is reached in the total power transferred by the
ILC cluster. However, the power of both ILCs gets saturated, so this behaviour is not ideal
for real applications. In the steady-state, Fig. 5.9b shows that the saturated MG (MG DC
#1) get reductions in its average power, as expected. The adjustable hm provides the greater
reduction in this case; values of hm > 0.4 could achieve the same reduction in the saturated
MG but at the cost of deteriorating the IC synchronisation continuously. The steady-state
variations are low for MG AC #1 and MG DC #2, primarily because they do not use more
than 80% of their capacity. For ILC Cluster #2 (yellow curves), which does not directly
interconnect the saturated MG, the steady-state values are not saturated and the difference
between h = 0.2 and h = h(P ) is insignificant.

The results presented in this case study suggest that the strategy, despite being able to
reserve power from saturated MGs, has problems of divergence inside the ILCs of a cluster.
This is ineffective since some of the ILCs operate saturated unnecessarily. Therefore, addi-
tional control actions should be taken inside the ILC clusters to allow the power constraint
to be activated in real-world scenarios.

111



Time [s]
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70

λ 
[$

/W
]

0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
2.4
2.6
2.8
3.0
3.2
3.4
3.6
3.8
4.0

AC_MG : h=h(P)
AC_MG : h=0.2
AC_MG : h=0.0

DC_MG1 : h=h(P)
DC_MG1 : h=0.2
DC_MG1 : h=0.0

DC_MG2 : h=h(P)
DC_MG2 : h=0.2
DC_MG2 : h=0.0

AC
Load

DC
Load #1

ILC
on

DC
Load #2

MG sat
on

h=0.0

h=0.2

h=h(P)

(a)

Time [s]
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70

P I
LC

 [p
.u

.]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

ILC12 : Td=000[ms]
ILC13 : h=0.0 ILC21 : h=0.0 ILC22 : h=0.0 ILC31 : h=0.0 ILC32 : h=0.0

ILC12 : Td=125[ms]
ILC13 : h=0.2 ILC21 : h=0.2 ILC22 : h=0.2 ILC31 : h=0.2 ILC32 : h=0.2
ILC13 : h=h(P) ILC21 : h=h(P) ILC22 : h=h(P) ILC31 : h=h(P) ILC32 : h=h(P)

ILC11 : h=0.0 ILC12 : h=0.0
ILC11 : h=0.2 ILC12 : h=0.2
ILC11 : h=h(P) ILC12 : h=h(P)

AC
Load

DC
Load #1

ILC
on

DC
Load #2

MG sat
on

h=0.0

h=0.2

h=h(P)

(b)

MG sat
on

AC_MG : h=h(P)
AC_MG : h=0.2
AC_MG : h=0.0

DC_MG1 : h=h(P)
DC_MG1 : h=0.2
DC_MG1 : h=0.0

DC_MG2 : h=h(P)
DC_MG2 : h=0.2
DC_MG2 : h=0.0

DC
Load #1

DC
Load #2

Time [s]
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70

Pa
vg

 [p
.u

.]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

ILC
on

AC
Load

h=0.0

h=0.2

h=h(P)

(c)

Figure 5.9: Simulation results for Case 2. (a) Average IC of MGs. (b) Absolute power of
ILCs. (c) Average power of MGs.
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Figure 5.10: Power of ILCs in Cluster #1 during simulation of Case 2.

Case 3.a. Economic dispatch with ILC power-sharing and load impacts

Fig. 5.11 shows the performance of the ILC power balancing in the multi-MG. In Fig. 5.11a,
the ICs of the MGs in the system synchronised in the steady-state. The transient state
behaviour of ICs slightly changes compared with Fig. 5.6a; the same overshoot and settling
time are observed.

The absolute power of ILCs is represented in Fig. 5.11b. It can be seen that the ILCs
of each cluster equalise their per unit powers after t=5.5[s], where the ILC power-sharing is
activated. It is worth noting that, although there is saturation in Cluster #3, the other ILC
clusters behave as expected sharing the power between their ILCs.

No difference is perceived between the curves of average power in Fig. 5.6c and Fig. 5.11c.
So it is confirmed that the ILC power-sharing could be executed with a similar bandwidth
to the economic dispatch without affecting its performance.
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Figure 5.11: Simulation results for Case 3.a. (a) Average IC of MGs. (b) Absolute power of
ILCs. (c) Average power of MGs.
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Case 3.b. Economic dispatch with MG saturation constraint, ILC power-sharing
and load impacts

Fig. 5.12 and Fig. 5.13 show the performance of the ILC power balancing in the multi-MG
with the saturation of DC MG #1. From Fig. 5.12a, it can be seen the same performance
for the average ICs compared with Fig. 5.9a with the adjustable hm coefficient. In general,
the ILC power-sharing does not reflect changes in the IC consensus nor the net power flow
between MGs. Since its application in t=3[s], there are no visible changes in this case of
study.

Based on the response of Fig. 5.9b of Case 2, a different scenario is seen in Fig. 5.12b. The
ILC powers are now synchronised after the activation of the ILC power-sharing, at t=3[s],
and the consensus values for the ILC clusters are reached (instead of the steady-state values
seen in Fig. 5.9b).

The case of the ILC Cluster #1 with the ILC power balancing is depicted in detail in
Fig. 5.13. Here, the increasing behaviour of ILC #12 and ILC #13 seen in Case 2 is non-
existing. Therefore, the ILC power-sharing aids in solving the problem of saturation of ILCs
when there is a saturation of one of the side MGs and the controller of (5.14) is activated.
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Figure 5.12: Simulation results for Case 3.b. (a) Average IC of MGs. (b) Absolute power of
ILCs. (c) Average power of MGs.
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Figure 5.13: Power of ILCs in Cluster #1. during simulation of Case 3.b.

Case 3.c. Economic dispatch with MG saturation constraint, ILC power-sharing
and communication losses

The charts in Fig. 5.14 show the results of a communication failure in a communication link
between ILCs. In Fig. 5.14a, Fig. 5.14b and Fig. 5.14c, the same trends of Case 3.b. are
visualised. Negligible changes can be perceived in the transient states of the power curves of
Fig. 5.14b when compared with Fig. 5.12b; particularly, the changes can be seen in the ILCs
of Cluster #1, the one where the communication link failure occurred. It can be confirmed
that as long as a spanning tree exists in the communication network, the consensus is reached.
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Figure 5.14: Simulation results for Case 3.c. (a) Average IC of MGs. (b) Absolute power of
ILCs. (c) Average power of MGs.

118



Case 3.d. Economic dispatch with MG saturation constraint, ILC power-sharing
and communication time delays

Simulation results using time delays in the ILC power-sharing are shown in Fig. 5.15. Over-
all, Fig. 5.15a, Fig. 5.15b and Fig. 5.15c expose a high level of transient and steady-state
oscillations when the time delay rises close to 250 [ms]. This situation can be explained due
to the initial tuning for getting a decoupling between ILC’s IC consensus algorithm and ILC’s
power-sharing. The ILC power-sharing loop was designed to be fast, however, this fact makes
the ILC stability vulnerable to time delays, especially because of the use of the distributed
observer for power (which requires a fast dynamic in general).

Figure 5.15a shows initial differences in the IC consensus between MGs after each load
impact; moreover, these differences are proportional to the time delay applied. This con-
dition repeats what was seen in Chapter 4, where time delays applied to the distributed
power observer create steady-state errors, which are resolved once the proposed anti-windup
algorithm executes a reset. Particularly, in this case of study, the errors originated from
time delays in the distributed power observer (used for ILC power-sharing) and subsequently
are reflected in the IC consensus. An exception to this trend is seen at the short transient
of t=13 [s], where the case with 125 [ms] seems to have a better transient state once the
MG saturation control is activated. This can be explained by the errors originated by the
distributed observer, which intervene and slow the control bandwidth of the IC consensus
(producing a suitable amount of damping).

Despite an apparent consensus between mean steady-state values of IC being reached on
every occasion, there are persistent oscillations in the steady-state for the delay of 250 [ms].
In the case with a delay of 125 [ms], the steady-state oscillations in IC are almost negligible,
except for the DC MG #1. The information that can be extracted from the ICs is similar to
the curves of the average power of MGs. Fig. 5.15c shows how the mean values of average
power get stabilised in the steady state but with oscillations of amplitude proportional to
the time delays.

The absolute powers of ILCs, shown in Fig. 5.15b, depicted with more detail the oscillatory
tendency described in Fig. 5.15a. An extreme oscillatory behaviour is perceived in Cluster
#3, where the time delay of 250 [ms] causes the biggest oscillation amplitude in ILC #32,
followed by ILC #31. The case of the time delay of 125 [ms] presents a significant steady-state
deviation compared to the base case of τ=0 [ms]. This steady-state deviation is proportional,
giving roughly half of the steady-state deviation observed for the mean values of the ILC
powers when compared with the case of τ=250 [ms].

Another set of charts with simulation results but with a reduction by half in the propor-
tional gain cC of ILC #31 and #32 is presented in Fig. 5.16. The new charts keep the curves
for the τ=0[ms] and τ=125[ms] cases but update the case of τ=250[ms] with the new propor-
tional gains. Overall, a great oscillation can still be seen during 13 < t < 23, where the MG
saturation constraint interfered with the ILC economic dispatch. The case with time delay
τ=250[ms] is the only one in which the oscillations persist during this period of saturation
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time. The other cases with τ=125[ms] and τ=0[ms] behave according to Case 3.a., i.e., only
transient state oscillations exist. The reason for this persistency in steady-state oscillations
for τ=125[ms] is attributed to couplings between economic dispatch, MG saturation and ILC
power-sharing control actions. Despite the results shown, decoupling can be obtained by
reducing the control bandwidth of the control loops, e.g., by reducing some of the coupling
gains cL, cP and cC .
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Figure 5.15: Simulation results for Case 3.d. (a) Average IC of MGs. (b) Absolute power of
ILCs. (c) Average power of MGs.
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Figure 5.16: Simulation results for Case 3.d. when cC is reduced by half in Cluster #3. (a)
Average IC of MGs. (b) Absolute power of ILCs. (c) Average power of MGs.
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Case 4.a. Economic dispatch with MG saturation constraint, ILC power-sharing
and ILC saturation constraint

Results for the ILC cluster balancing algorithm are shown in Fig. 5.17. Overall, it can be
seen oscillations when the balancing of ILC clusters is activated, at t=56 [s]. However, such
transient oscillations are damped quickly by the control strategy; they do not appear again
even after load changes as the one in t=63[s]. On the one hand, the effects of the ILC cluster
power-sharing inside the ILC power-sharing are negligible. Whatever condition of Γ, the ILCs
of the same cluster did not deteriorate their power-sharing. On the other hand, ILC cluster
balancing does have a small effect on the total average power of the MGs, which inevitably
deteriorates the IC synchronisation visibly.

The ICs are shown in Fig. 5.17a. After the transient oscillations got stabilised (before
t=63[s]), ICs reached different steady-state values compared with Fig. 5.12a of Case 3.b.,
with differences near 10% depending on the Γ value. It is observed after the reset of the anti-
windup (t=68[s]) that Γ=Γ(P ) obtained ICs values more similar to the condition in which
the consensus between clusters is not applied (Γ=0). For the case Γ=0.5, the anti-windup’s
reset did not have the same effect correcting the steady-state value.

The ILC powers are shown in Fig. 5.17a. It can be seen that after the activation of the ILC
cluster balancing, at t=56[s], the ILC powers get closer. In the steady-state, the results show
that, in general, the ILC clusters get closer to each other the more weight the Γ coefficient
gets. The biggest differences are shown in ILC #31 and ILC #32, which are part of the
saturated ILC cluster.

There are transient oscillations in the average powers of Fig. 5.17c, which increased in
relation to the Γ parameter. The DC MG #1 case presents the biggest oscillations, especially
when Γ = 0.5. As for the steady-state values, small changes are perceived. The most
significant differences appear for the DC MG #2, especially after the anti-windup reset of
t=68[s].
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Figure 5.17: Simulation results for Case 4.a. (a) Average IC of MGs. (b) Absolute power of
ILCs. (c) Average power of MGs.
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Case 4.b. Economic dispatch with MG saturation constraint, ILC power-sharing,
ILC saturation constraint and communication losses

The results for a complete loss of communications between the ILCs of the clusters #1 and
#2 are shown in Fig. 5.18. The observed transient state and steady-state behaviours of the
curves of average ICs (Fig. 5.18a), absolute power of ILCs (Fig. 5.18b), and average power
of MGs (Fig. 5.18c) present no changes concerning the results of Case 4.a. with Γ = Γ(P ).
This behaviour is expected since the communication system still has a spanning tree. In this
case, the communication flows between ILC #1 and ILC #3, and consequently from ILC
#3 to ILC #2 and vice-versa. Also, the relatively slow convergence time of the ILC cluster
consensus concerning the ILC power-sharing consensus aid in reducing any transient state
overshoot when there are changes in the communication system (like communication link
failures).
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Figure 5.18: Simulation results for Case 4.b. (a) Average IC of MGs. (b) Absolute power of
ILCs. (c) Average power of MGs.
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Case 4.c. Economic dispatch with MG saturation constraint, ILC power-sharing,
ILC saturation constraint and communication time delays

The results of the tests with time delays are shown in Fig. 5.19. In Fig. 5.19a, the average ICs
present small changes during the transient states. It can be seen an increase in overshoots
proportional to the time delay magnitude. At the end of the simulation, it could be seen
that the case with τ=250[ms] did not get the correction caused by the anti-windup in time,
as opposed to the cases τ=125[ms] and τ=0[ms]. Similar behaviour is seen for the graphs of
the absolute power of ILCs, in Fig. 5.19b, and average power of MGs, in Fig. 5.19c.

Despite the similarities in the sensibility to time delays of the distributed power observers
of (5.13) and (5.14), the cluster balancing can afford to face higher delays than the ILC power-
sharing (see Fig. 5.15). This can be explained by the fact that the ILC cluster control has a
lower control bandwidth and that the communication between ILC clusters is more robust;
it does not matter which ILC shares the information since all of them transmit essentially
the same ILC average power.
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Figure 5.19: Simulation results for Case 4.c. (a) Average IC of MGs. (b) Absolute power of
ILCs. (c) Average power of MGs.
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5.6 Discussion
This chapter successfully described a formulation for the economic dispatch in a meshed
AC/DC multi-MG with additional objectives. The formulation considered the power con-
straints of DGs, ILCs, MGs and clusters of ILCs, which fulfilled any critical condition that
the multi-MG could face. The key factors for properly operating the proposed controller are
the communication network and activation functions (h and Γ parameters).

With this approach, the economic dispatch is feasible to obtain in a robust way since
there are multiple DGs located near the ILC that could bring the information of IC. Also,
the ILCs do not require communication between them at all for the economic dispatch ob-
jective. Both aspects are advantages in real-world applications since they reduce the length
of communication lines. Under time delays, the economic dispatch performs seamlessly with
small overshoot increases.

For the ILC power-sharing, it was shown that this control objective requires a commu-
nication network with a spanning tree to work. This control objective can be executed
simultaneously without altering the dynamics of the economic dispatch, MG saturation loop
and the ILC cluster balancing. However, under time delays, the power observer of the ILC
power-sharing introduces steady-state delays, which can be dealt with a sophisticated strat-
egy, like the proposed anti-windup of Chapter 4, but at the cost of having to chatter in the
power waveforms.

The novel proposed ILC cluster power constraint (through balancing the ILC clusters)
was verified in simulations. This control goal is feasible to implement along with the IC
synchronisation and the MG power balancing despite its opposition to their control actions
to some degree. As mentioned in the previous paragraph, an essential element for the im-
plementation is an adequately designed weighting factor. If this factor is constant, it always
compromises the IC synchronisation; therefore, the weighting factor, Γ, must be adaptive to
the system conditions to be efficient. The determination of the real utility of the ILC cluster
balancing described in this chapter is still under development since there must be additional
considerations in the multi-MG system to assess the advantages of giving power reserves to
the ILC clusters. Among those considerations are the distribution line congestion and power
quality compensations, which certainly could give directives to evaluate the performance and
advantages of the control strategy. In this sense, the work of this chapter opens new lines
of research concerning utilising ILCs for distributed global control goals determined by the
DNO.

A final step in the discussion about the proposed control scheme is to compare. To
compare the proposed control scheme against other approaches of the literature, a summary
table is constructed regarding features and costs. Among the features used for the comparison
are the communication topology, use of the constraints of the maximum power capacity of
MGs and clusters of ILCs (all three parameters are also related to a proposed reliability
feature). Regarding the costs, short-term and long-term cost components are displayed to
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better understand the benefits and drawbacks of each solution.

The reason for choosing short-term and long-term costs is that the proposed strategy in
this thesis promotes the deviation of ICs under certain overload/saturation conditions; the
latter leads to more costs in the short term (during the overloading condition or failure), but
it is sensible when replacement and unscheduled shutdowns costs are taken into account. The
proposed multi-objective control safeguards critical infrastructures of the grid, such as power
converters, transformers and distribution lines, which are prone to accelerate their ageing or
even fail due to overloading (increase in temperature) [20,183,184].

The amount of savings due to the reduction in the ageing of infrastructure depends on
usage, quality of materials and construction techniques. A similar uncertainty is seen regard-
ing savings in system shutdowns due to failures. Because of this, referential symbol marks
are used to demonstrate approximated differences in costs, distinguishing between short-term
and long-term potential savings.

A close comparison can be made between the saturation constraint implementation pro-
posed in this thesis and other works in the literature that use optimisers. Optimisation ap-
proaches could include penalty terms in the objective function to improve efficiency and/or
avoid unsafe operation (which could be analogous to the solution proposed in this work).
Unfortunately, not many works define penalties specifically for the saturation of MGs (as a
whole). Also, it is worth noting a point of contrast with optimiser methods: the computation
time and effort required. As demonstrated in previous chapters, the proposed distributed
solution with adjustable weighting solves the economic dispatch problem seamlessly in the
time/scale of secondary control whereas optimisers rely on iterative algorithms, like PSO or
GA, to find the optimal after several times the secondary control timescale.
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Ref.
MG

type

ILC

type
Comm.

Control

goal

Control

tech.

MG

sat.

const.

Cluster

sat.

const.

Comp.

cost

ST

Oper.

costs

LT

Oper.

costs

Reliab.

[42, 182] MM none centr. ED OPT × × $ $ $ $ $ $ $ low
[43] MM none centr. ED OPT ✓ × $ $ $ $ $ $ low
[18] SHM SI distr. PS ASC × × $ $ $ $ $ $ $ high

[29,30] SHM CI distr. PS ASC × × $ $ $ $ $ $ $ high
[49] SHM SI mixed ED mixed × × $ $ $ $ $ $ $ mid
[14] SHM SI distr. ED ASC × × $ $ $ $ $ high
[2] SHM SI distr. ED FTC ✓ × $ $ $ $ high

[4, 176],
[185–187]

SHM CI distr. ED ASC × × $ $ $ $ $ high

[188] SHM CI distr. ED ASC × ✓ $ $ $ $ $ high
[189] SHM SI distr. ED mixed × × $ $ $ $ $ $ mid
[190] SHM CI distr. ED mixed × × $ $ $ $ $ $ mid
[47] HMM SI centr. ED OPT ✓ × $ $ $ $ $ $ low
[24] HMM CI distr. PS ASC × × $ $ $ $ $ $ $ mid

[13,191] HMM SI distr. ED ASC × × $ $ $ $ $ high
Chapter’s
proposal

HMM CI distr. ED FTC ✓ ✓ $ $ $ $ high

* MM: AC multi-MG, SHM: Single hybrid AC/DC MG, HMM: Hybrid AC/DC multi-MG, SI: Single ILC, CI: Cluster of ILCs, PS:
Power-sharing, ED: Economic dispatch, OPT: Optimisation, ASC: Asymptotic Consensus, FTC: Finite-Time Consensus, ST:Short-term,
LT:Long-term.

Table 5.1: Comparison summary of the proposed method concerning works in the literature with multiple MGs.
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Chapter 6

Conclusions, Recommendations and
Future Work

The coordination of power flows in AC/DC MGs has been a challenging problem to solve by
local generators and/or DNOs due to the fact that there are many conditions (constraints)
to consider in order to get an optimal and safe operation. Motivated by this, this thesis
helped AC/DC MGs with one and multiple ILCs, as well as AC/DC meshed multi-MGs,
to get an economic dispatch under complex scenarios of power constraints. To this end,
the thesis proposed hypotheses related to developing distributed control strategies on ILCs,
which account for adjustable weight parameters (activation functions) and convergence im-
provements. When the elements of the hypotheses are combined, a distributed controller for
the ILCs emerges, which looks for the economic dispatch decision-making while facing decou-
plings and other disturbances coming from other control loops and unmodelled dynamics.

The thesis, through its chapters, demonstrates using mathematical developments and
simulations the feasibility of distributed control strategies with multiple goals applied to the
ILCs of AC/DC MGs. This was tested for different topology configurations of AC/DC MGs,
which cumulatively increase in complexity until the end of the thesis. In the following, there
will be a listing summary of the thesis chapters and their contribution to answering the
research questions imposed by the hypotheses and specific objectives.

• Chapter 2 conducted a literature review which settled the ground to understand the
current developments and elements that intervene in the control and operation of MGs.
Special emphasis was given to distributed control using consensus and finite-time algo-
rithms. On its own, Chapter 2 completed Objective #i.

• It was seen from Chapter 2 that most of the literature efforts in AC/DC MGs were put in
decentralised strategies relying on local droop deviations of the ILCs. Such strategies, in
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general, do not take into account the dynamics of secondary control. For the economic
dispatch, there are significant limitations regarding the local IC estimations that those
approaches require ILCs to do; mainly, the local IC estimations are not accurate in
topologies that do not use a common single bus for the interconnection of DGs and
loads.

• Chapter 3 formulated the economic dispatch problem for hybrid AC/DC MGs. Then,
definitions were provided to model the system and the communication network. In this
case, the network was described as a combination of graphs which can operate indepen-
dently. This formulation and definitions for distributed communications were essential
in developing the following chapters and proving Hypothesis #i and Hypothesis #v.

• Chapter 3 also showed the design of a controller for the ILC, which sought economic
dispatch and included a finite-time structure. The finite-time parameters helped to im-
plement the economic dispatch of the ILC in the same control bandwidth as the IC con-
sensus of DGs. Also, the finite-time structure provided robustness against disturbances,
like coupling with other control loops and other unmodelled dynamics. Experimental
work brought evidence of the feasibility of the ILC controller. It could be validated
as an adequate operation even in the presence of time delays, which was essential for
Hypothesis #i.

• Another key component developed in Chapter 3 was the MG saturation constraint. The
formulation of the economic dispatch problem considering MG saturation constraints
was proposed as a combined objective function with a weighting parameter to regulate
the trade-off between IC consensus (economic dispatch) and MG saturation avoidance.
The proposed objective function dealt with the MG saturation by balancing the average
powers of MGs, which normally oppose to the IC consensus. The definition of the
trade-off weighting parameter is crucial to determine the operation of the AC/DC
MG. Despite that constant values could be used, during simulations, adjustable values
were seen to best solve trade-offs. The combined results of this chapter allow us to
prove Hypothesis #i, complete Objectives #ii and #v, and advance in the remaining
hypotheses and objectives.

• Chapter 4 enlarged the formulation of the economic dispatch problem to the case of
multiple ILCs for developing the Objectives #iii and #iv. Two main formulations were
given: a standard implementation with an equality constraint for power-sharing be-
tween ILCs and a novel implementation with the power-sharing implemented through
average powers in a new control goal inside the objective function (similar to the devel-
opments of Chapter 3, the objective function was proposed based on regularisation). In
both formulations, there were included and discussed conditions for power saturation
of ILCs. Also, for a generalisation of the optimisation problem, the case with fixed
power commands into some of the ILCs and their stationary optimality condition were
described.
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• Chapter 4 also described the communication network modelling. Conversely to Chap-
ter 3, communication links between ILCs needed to be added in order to perform the
control actions proposed in the formulation. The distributed controllers that emerged
from the formulation and the communication network were both conventional consen-
sus and dynamic average consensus. Both controllers contribute to the advancement
of Objective #iii and Hypothesis #ii. The dynamic average consensus was proposed
as an alternative to the conventional consensus because it has the same steady-state
behaviour, but it also provides an alternative method to estimate the total power of
the ILC cluster and estimate the measured local power. This could be beneficial for im-
plementing further and complex distributed control strategies with robustness features.
The demonstration of the full extent of benefits of the dynamic average consensus is
out of the scope of this thesis; however, a practical example was included in Chapter 3.
Specifically, fixed power references were included in some of the ILCs. Such a condition
overwhelmed the capabilities of the conventional consensus, whereas the proposal with
the dynamic average consensus performed seamlessly, as was shown in the simulation
results.

• Another feature of Chapter 4 is the proposal of a distributed anti-windup with a reset
scheme, which is a crucial element to allow the deployment of the dynamic average
consensus for ILC power-sharing when there is communication latency. Accordingly,
Hypothesis #ii can be reinforced with the addition of this anti-windup since the con-
dition of fixed power references in some of the ILCs (which hindered the conventional
consensus) is suggested as a probable and realistic scenario in future grids which may
interact with external agents, like a DNO.

• Chapter 5 combined features of Chapters 3 and 5 to formulate a multi-objective eco-
nomic dispatch problem. This formulation, along with the communication network
description and controller design, represents Hypothesis #i and Hypothesis #iii thor-
oughly. The named hypotheses were later validated in the chapter through the simu-
lation of case studies. The effectiveness of the proposed controllers was observed, and
comparisons were made when necessary.

• In Chapter 5, to demonstrate Hypothesis #iii and fulfil with Objective #iii, a controller
that performs an ILC cluster balancing was derived from a regularisation of the eco-
nomic dispatch objective function. To implement the controller, a weighting parameter
was proposed, similar to Chapter 3. The proposed ILC cluster balancing performed as
expected, with steady-state value variations depending on the weighting parameter’s
magnitude. Simulations have shown a higher resilience to time delays than the MG
saturation control loop.

In each chapter, simulations were developed that, in sum, complete Objective #iv.
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6.1 Limitations
During the realisation of this PhD thesis, some aspects could not be further studied due to
time limitations, mainly caused by the COVID 2019 pandemic that desolated the world for
a year and a half. Some of these pending aspects include a complete small-signal modelling
of the multi-MG system and a distributed observer that takes advantage of the dynamic
average consensus to increase robustness in communications. Also, there were limitations in
the availability of hardware for the experimental validation of the strategies applied in the
meshed AC/DC multi-MG with clusters of ILCs, mainly due to the number of DGs, ILCs
and their communication network.

Limitations regarding using some of the features proposed in this thesis are summarised
as follows.

• The economic dispatch by ILCs relies on communications, and the complete loss of
communications with one subgrid deactivates the ILC’s output for stability purposes.
Also, large time delays in communications may induce significant transient state dis-
tortions (like overshoots) inherent in any distributed controller. The magnitude of the
distortions depends mainly on the size of the delay and the control/coupling gain.

• The proposed power balancing between ILCs in a cluster and between clusters is sensible
to time delays. Even though the proposed anti-windup with reset scheme reduces most
of the steady-state errors, there is ripple and chattering in the steady-state caused by
the anti-windup.

6.2 Recommendations

• The formulations of the economic dispatch problem with additional objectives presented
in this thesis could be used in research works developing distributed optimisation. The
proposed objective functions are a starting point to regulate the weight and penal-
ties for achieving the same control goals. The interested reader may investigate the
incorporation of absolute values or square functions inside the objective functions.

• The finite-time parameters for control should be selected according to the convergence
speed needed. It is recommended to design the controller for asymptotic consensus and
then use a finite-time protocol. Since the exponential parameter is the one that deter-
mines the level of non-linearity, it is recommended only to change this parameter and
not the coupling gain. A methodology for fine-tuning the exponential parameter could
be starting from 1 (conventional asymptotic consensus) and then gradually reducing
until approximately 0.5 (values lower than 0.5 are still possible).

• The weighting parameters for dealing with the trade-offs between control objectives
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are complex to design. Their recommended tunning process is similar to the finite-time
exponent, i.e., starting from a neutral point, in this case, zero, and then gradually
incrementing the weighting parameter until it reaches the desired operating point. The
former methodology is useful for stable MGs, which do not change their power flows
dramatically. In general, a more flexible method would be the proposed adjustable
weightings. They provide reasonable performance in real MG systems with high load
variability. Several ways to tune the adjustable weighting parameters are possible, like
adaptive control. However, activation functions like the one proposed in Chapter 3 are
highly recommended for control strategies that do not perform real-time optimisations.

• The proposed anti-windup is a powerful tool to deal with communication latency. It
outstands when eliminating steady-state errors, although it introduces ripple/chattering
in the controlled signals. Its use is not recommended in systems with minor time
delays since the disadvantages in terms of signal quality surpass the aforementioned
advantages. For the tuning process of Algorithm 1 parameters, starting with Tk ≈
0.3 and ε = 10−3 is recommended. From there, minor adjustments could be made
depending on the needs. A smaller ε will reduce the ripple of the anti-windup, but the
accuracy after the resets is reduced. The value of Tk is also related to the ripple and
the frequency of resets. Finally, the parameter Tst could be selected as needed; it is
directly related to the frequency of resets. For the application presented in this thesis,
selecting values of Tst over 5 seconds is recommended to give time for the economic
dispatch to settle to equilibrium before executing a reset.

6.3 Future Work
A compilation of suggested research directions from the results presented in this thesis is
described as follows.

• In terms of the ILC economic dispatch dynamic, a Taylor-made model with data-
driven support could be derived to allow the ILC to operate more independently from
communications (or more accurately when system failures occur).

• The economic dispatch problem could include more objectives that can be translated
into ILC control actions. Examples are an objective related to SoC of BESS, or an
objective related to power quality compensations in the AC subgrids.

• Robustness and resilience under cyber attacks could be added to the proposed con-
trollers to guarantee the safe operation of the system. It is especially suggested regard-
ing the developments in dynamic average consensus as a method to estimate systems
variables.

• A methodology based on heuristic optimisation could be implemented to address the
tunning process of the control parameters.
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Annex A

Extended abstract
This work focuses on developing a distributed control strategy that guarantees optimal and
stable operation of multiple interconnected AC/DC hybrid microgrids. The strategy’s appli-
cation focuses on the isolated operation of low-voltage microgrids with distributed generators
(DGs) based on renewable energy sources with power converters for interconnection and con-
trol. For the interconnection between microgrids, interlinking converters (ILCs) are used.
The studied system is divided into parts in order to facilitate the analysis of the control
proposals, among them are: (i) AC/DC microgrid with an ILC, (ii) AC/DC micro-grid with
a cluster of multiple ILCs, and (iii) multi-microgrid AC/DC with clusters of ILCs.

The proposed control scheme is distributed and cooperative and is implemented in the
ILCs. This scheme is designed to be compatible with the actions of secondary and tertiary
control (economic dispatch) of the adjacent DGs. Each controller incorporates finite-time
consensus algorithms to improve transient states; in addition, they use marginal generation
cost variables. Additionally, multipurpose controller variants are proposed for each ILC with
the ability to incorporate control actions that safeguard the saturated operation of microgrids,
balance the power between ILCs in the same cluster, and avoid the saturated operation of
clusters of ILCs.

The contributions of this doctoral thesis can be summarised as follows: (i) the formulation
of a multi-objective strategy for hybrid AC/DC microgrids and AC/DC multi-microgrids that
have clusters of ILCs. The formulation considers as an objective function the combination of
economic dispatch, power balance within a cluster of ILCs, and penalty functions to avoid
the saturated operation of microgrids and clusters of ILCs; (ii) the design of cooperative
distributed controllers for the ILCs based on the incremental cost, average power of the
microgrids, and average power of the ILC cluster; (iii) the inclusion of improvements for
convergence through the tuning of finite-time algorithms, which allow economic dispatch to
be executed on a time scale equivalent to that of secondary control; (iv) the development of
an anti-windup method to reduce the effect of delays in communication links for a moving
average consensus algorithm; (v) the experimental development of part of an AC/DC hybrid
microgrid test bench prototype.
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The experimental and simulation results show an adequate response of the proposed multi-
objective controller, allowing global optimal dispatch in AC/DC microgrids and AC/DC
multi-microgrids while taking care not to overload DGs, ILCs, subgrids, and clusters of ILCs.
The simultaneous operation of the control actions of the proposed objectives is possible due
to the control parameters designed to adjust the prioritisation. Thanks to the incorporation
of anti-windup, steady-state errors can be reduced, and thus it is possible to operate against
considerable time delays.
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Annex B

Obtention of linearised relationships for
the power control droop

B.1 AC Microgrid
For the AC MGs, the droop equations (2.1) are obtained by a power flow analysis from a
DG connected to an AC bus bar of an MG [52]. Figure B.1 presents the unilinear diagram
of the equivalent circuit, where the voltage reference Vcom∠0 is assumed for the AC bus and
that the output impedance of the converter and the transmission line are a single equivalent
impedance Z.

Figure B.1: Simplified diagram of a converter connected to an AC MG.

With the above, the power components are:{
P = VcomE

Z
cos(θ − δ)− V 2

com
Z

cos(θ)

Q = VcomE
Z

sin(θ − δ)− V 2
com
Z

sin(θ)
. (B.1)

If the effective line impedance Z∠θ is assumed to be purely inductive, θ = 90◦, then (B.1)
can be reduced to the relationships: P = VcomE sin(δ)

Z
and Q = VcomE cos(δ)−V 2

com
Z

. Then if the
phase difference between the converter’s output and the AC bus, δ, is small enough, then
sin(δ) ≈ δ and cos(δ) ≈ 1 and the relation (2.1) can be obtained.
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B.2 DC Microgrid
For the DC MGs, the power droop equation of (2.2) results from the active power load flow
of Fig. B.1 but considering a resistive transmission line. Alternatively, a simple derivation
comes from the instantaneous power given by

p(t) = e(t) i(t) , (B.2)

where e(t) and i(t) are the instantaneous measured voltage and current. From the conven-
tional cascade control structure applied by the voltage-source converters, it can be assume
a constant current i(t) = I seen by the voltage loop. Thus, in the Laplace domain, the
following relation emerges

E = mP , (B.3)

where m = 1/I. Since there exist a linear relation between voltage and power, the coefficient
m can be adjust to regulate the power-sharing ratio.

B.3 Power measurement for droop control
For DC MGs, most authors prefer to use the current-base droop curve of (2.2) due to its
simplicity and accuracy. However, power-based droop is also applied in DC MGs and the
power calculation is given by:

Pf =
ωc

s+ ωc

P , with P = EI , (B.4)

where ωc is the filter bandwidth, E and I are the converter output voltage and current,
respectively.

For AC MGs, a common approach to calculate the power is through the instantaneous
power theory [35,192], resulting in the equations:

Pf =
ωc

s+ ωc

P , with P = I⃗dq0 ⊙ E⃗dq0 = EdId + EqIq ,

Qf =
ωc

s+ ωc

Q , with Q = I⃗dq0 ⊗ E⃗dq0 = EqId − EdIq ,
(B.5)

where the vectors E⃗dq0 and I⃗dq0 are referred in a rotating reference frame coming from the
application of Clarke and Park transformations [35]. The expressions shown in (B.5) are
valid for a unbalanced three-phase AC MG when the zero component is considered.
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Annex C

Fundamentals of consensus protocols

C.1 Graph theory
The communication topology between agents in a MAS can be represented by a commu-
nication graph [15, 69, 74]. This kind of representation allows the stability to be studied
by conventional system theory tools. The graph can be expressed as G = (V,E,A), where
V = {v1, v2, . . . , n} represent the nodes (or DGs); E = {eij = (vi, vj)} /E ⊂ V × V denotes
the communications links; A = [aij]n×n /(i, j ∈ V ) is the adjacency matrix whose entry aij
stands for a connection weight. The relationship (vi, vj) ∈ E ⇔ aij > 0 implies that nodes
“i” and “j” can communicate each other; otherwise, aij = 0. The set of neighbours of the
i-th node is given by Ni = {(i, j) ∈ E} where j are DGs with communication links.

Define L = D − A as the graph Laplacian matrix with D = diag {d1, d2, . . . , dn} ∈ Rn×n

called as in-degree matrix, where di =
∑n

j=1 aij is the weighted in-degree of node i (that is
the i-th row sum of matrix A). The Laplacian matrix L has all rows sums equal to zero. The
graph G is called balanced if its Laplacian matrix L meets 1TnL = 0 (all columns sums equal
to zero). A balanced graph implies a bidirectional flow of information between DGs.

A necessary condition for stability is that A matrix has a spanning tree, i.e it exists a
directed path from one node to any other node in the graph [15]. Because the stability
and convergence of the system states depends of the communication topology, methods have
been developed to optimise the adjacency matrix [193], coupling gains [194,195] and control
protocol structure [75,132].
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C.2 Linear consensus protocols
First-Order Consensus. Considering a single-integrator dynamic system where xi ∈ R
denote some variable of interest (state) and ui is the controller input, the first-order state-
space representation is given by:

ẋi = ui . (C.1)

From (C.1), it is said that the agents achieve a consensus of the states xi if xi(t)−xj(t)→ 0
as t→∞,∀ i, j ∈ Ni. The consensus can be achieved via the following algorithm (protocol)
[15,69,74]:

ẋi = −
∑
j∈Ni

aij (xi − xj) , (C.2)

which is distributed according to the topology of the communication network. The consensus
is guarantee if and only if the Laplacian matrix has a spanning tree, and the consensus value
is given by:

x̄ =
1

N

N∑
i=1

xi(0) . (C.3)

It is worth noting that the protocol (C.2) achieve the consensus asymptotically with a time-
constant τ = 1/λFiedler, where λFiedler is the second eigenvalue of the Laplacian matrix [15].

Second-Order Consensus. The state-space representation of the second-order (or double-
integrator) system is given by:

ẋi = vi ,

v̇i = ui .
(C.4)

From (C.4), the protocol ui is represented by the following equation [15]:

ui = c
∑
j∈Ni

aij (xj − xi) + cγ
∑
j∈Ni

aij (vj − vi) , (C.5)

where c > 0 is the coupling gain that gives the overall convergence speed to the system, and
γ is a damping coefficient to give greater weight to the rate-change consensus. The consensus
is guaranteed to γ > 0 as long as the Laplacian matrix is undirected. The final consensus
values are given by:

x̄ =
1

N

N∑
i=1

xi(0) + t
1

N

N∑
i=1

vi(0) . (C.6)

For initial values vi(0) = 0 (a reasonable assumption), the rate-change consensus tends to
zero and the steady-state consensus value x̄ is identical to the first-order consensus, but with
a modified dynamic behaviour. This structure can be interpreted as a variant of the classical
proportional-derivative (PD) controller [15].
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Annex D

Finite-time convergence and stability
analysis

D.1 Definitions and lemmas
In order to develop the stability analysis of the finite-time controllers, the following definitions
and lemmas are introduced [82].

Definitions:

Infinity vector norm: It is defined as ∥x⃗∥∞ = max (|x1| , |x2| , . . . , |xn|) = maxi∈{1,...,n} |xi|,
where x = (x1, x2, . . . , xn) is a vector space.

Right continuity: A function f and a real number c are considered such that f is defined in c
and not to the immediate right of c. F is said to be continuous on the right in c if the right
limit of f in c exists and is equal to f(c), that is, limx→c+ f(x) = f(c).

Unique linear combination subspace: We consider the vector 1 = [1, 1, . . . , 1]T ∈ Rn, then
the unique linear combination subspace is defined by span(1) = {ξ ∈ Rn : ξ = r1, r ∈ R}.

Lemmas:

Lemma 1 (from [82]) Under a consensus protocol ui, the set of equilibrium points of the
differential equation ẋi = ui is span(1), provided that the graph, G, has a spanning tree.

Lemma 2 (from [76]) Provided the Laplacian matrix of the graph G is positive semi-defined,
it is fulfilled the relation ξTL ξ = (1/2)

∑n
i,j=1 aij (ξj − ξi)

2, for any ξ = [ξ1, ξ2, . . . , ξn]
T ∈ Rn.
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Furthermore, the second eigenvalue of the Laplacian matrix is λ2 = minξ /∈0 ξ
TL ξ/ξTξ, and

if 1Tξ = 0, then ξTL ξ ≥ λ2(L)ξ
Tξ.

Lemma 3 (from [196]) For any non-negative real numbers ξ1, . . . , ξN and 0 < p < 1, the
inequality

∑N
i=1 ξ

p
i ≥

(∑N
i=1 ξi

)p
holds.

Lemma 4 (from [86]) Suppose that a function V (t) : [0,∞) → [0,∞) is differentiable (the
derivative of V(t) at 0 is in fact its right derivative) and V̇ (t) ≤ −K (V (t))α, where K > 0
and 0 < α < 1. Then V (t) = 0, ∀ t ≥ T .

D.2 Stability of finite-time protocol
It is considered a first-order multi-agent system implementing the protocol in (2.15)

ui =
∑
j∈Ni

aijsig |xj − xi|αi (D.1)

The communications topology is assumed to be time-invariant with a bidirectional flow of
information between agents (aij = aji ∀i, j ∈ In). The protocol (D.1) will reach consensus
in finite time t∗ ≤ V (0)1−αi/(K(1− αi)) for all t ≥ t∗, where V(t) is a candidate function of
Lyapunov.

Remark: Providing αi > 0, sig(r)α is a continuous function with respect to r, which
leads to the continuity of the protocol in (D.1).

Property 1 (from [197]). If the communication topology is time invariant, then when
applying the protocol (D.1) the differential equations of the system are continuous to the
right, and there is at least one solution in [0, ∞) for any initial state x(0). Furthermore,
∥x(t)∥∞ is non-increasing and holds ∥x(t)∥∞ ≤ ∥x(0)∥∞ for all t ≥ 0.

Proof. Based on [82], the protocol (D.1) is equivalent to:
n∑

i=1

ẋi(t) = 0 (D.2)

Let x∗ = (1/n)
∑n

i=1 xi(t) be the average value of the states, the following relationship is
defined:

xi(t) = x∗ + δi(t) (D.3)

with δ(t) = [δ1(t), δ2(t), . . . , δn(t)]
T referring the disagreement vector. It is obtained that

when updating the state xi(t) of (D.3) according to (D.2), x∗ is time invariant and δ̇i(t) =
ẋi(t).
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Then, let a function V (t): [0,∞)→ [0,∞) be a Lyapunov candidate defined as

V1(δ(t)) =
1

2

n∑
i=1

δ2i (t)

which is non-negative over all its domain and codomain. The function V (t) is differentiable
and its time derivative is

dV1(t)

dt
=

n∑
i=1

δi(t)δ̇i(t)

=
n∑

i=1

δi(t)
n∑

j=1

aij sig (xj − xi)
αi

=
n∑

i=1

δi(t)
n∑

j=1

aij sig (δj − δi)
αi

=
n∑

i=1

n∑
j=1

1

2
(δi − δj) aij sig (δj − δi)

αi

=
1

2

n∑
i,j=1

aij (δi − δj) sig (δj − δi)
αi − 1

2

n∑
i,j=1

(
a

2
1+α0
ij

(
(δj − δi)

2) 1+αi
1+α0

) 1+α0
2

Recalling 0 < αi < 1, the above was algebraically arranged using the inequality 1/2 <
(1 + α0) /2 < 1, where α0 = max(αi).

Assuming V1(t) ̸= 0, we have through Lemma 3 the following expression:

dV1(t)

dt
≤ −1

2

∑n
i,j=1 a

2
1+α0
ij

(
(δi − δj)

2) 1+αi
1+α0∑n

i,j=1 a
2

1+α0
ij (δi − δj)

2
·
∑n

i,j=1 a
2

1+α0
ij (δi − δj)

2

V1(t)
V1(t)


1+α0

2

(D.4)

The lower limits of the first two terms are then estimated:

For the first term of (D.4), given Lemma 1 and máxixi −mínixi non-growing, then for
any i, j ∈ In it is had |δi(t)− δj(t)| ≤ máxkxk(t)−mínkxk(t) ≤ máxkxk(0)−mínkxk(0).

Let

K1 =
1∑n

i,j=1 a
2

1+α0
ij

· min
i,j∈In
aij ̸=0

a
2

1+α0
ij

(
max

k
xk(0)−min

k
xk(0)

)2( 1+αi
1+α0

−1
)

be a positive value, and considering (i0, j0) = argmaxi,j∈In (δi − δj)
2 , and the relation(

(1+αi)
1+α0

− 1
)
≤ 0, it is had:

K1 ≤
a

2
1+α0
i0j0

(
(δi0 − δj0)

2) 1+αi0
1+α0(∑n

i,j=1 a
1

1+α0
ij

)
(δi0 − δj0)

2

≤
∑n

i,j=1 a
2

1+α0
ij

(
(δi − δj)

2) 1+αi
1+α0∑n

i,j=1 a
2

1+α0
ij (δi − δj)

2
(D.5)
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For the second term of (D.4), Property 1 is used. It is denoted B =
[
a
2/(1+α0)
ij

]
∈ Rn×n,

with what it is had
∑n

i,j=1 a
2

1+α0
ij (δi − δj)

2 = 2δTL(B)δ (noting δ ⊥ 1). Then:

∑n
i,j=1 a

2
1+α0
ij (δi − δj)

2

V1(t)
=

2δTL(B)δ
1
2
δTδ

≥ 4λ2(L(B)) > 0 (D.6)

where L(B) is the Laplacian matrix of the graph G(B) and λ2 is the 2nd eigenvalue of L(B).

Therefore, rewriting (D.4) using the lower limits determined in (D.5) and (D.6), it finally
results

dV1(t)

dt
≤ −1

2
(4K1λ2(L(B)))

1+α0
2 V1(t)

1+α0
2

where it is followed that V1(t) satisfies the conditions of Lemma 4. Also, the final state
is x∗, i.e. the average of the initial agent’s states. Consequently, V (t) will reach zero at a
finite-time t∗ ≤ V (0)1−α/(K(1− α)).

■
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Annex E

Numeric verification of steady state
errors in dynamic average consensus

For a numerical verification of the performance of dynamic average consensus under time
delays (τ), let us assume 5 agents using the protocol:

P i(t) =

{
Pi(t) +

∫ t

0

∑N
j=1 aij(P j(0)− P i(t))dx , if 0 < t ≤ τ ,

Pi(t) +
∫ t

0

∑N
j=1 aij(P j(t− τ)− P i(t))dx , if t > τ ,

(E.1)

with P j(0) as initial values ∀j ∈ N , and the communication matrix using a binary weighting,
i.e. aij = 1 when there is communication between agents i and j, and aij = 0 otherwise. Let
us assume

A =



0 1 1 0 0

1 0 1 1 0

1 1 0 1 1

0 1 1 0 1

0 0 1 1 0


.

Then, from (3.43), one has for 0 < t ≤ τ the following equations:

P 1(t) = (1− 2)s P1 ,

P 2(t) = (1− 3)s P2 ,

P 3(t) = (1− 4)s P3 ,

P 4(t) = (1− 3)s P4 ,

P 5(t) = (1− 2)s P5 .

(E.2)

It can be seen that the values P i will deviate overtime from their local measurements Pi,
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violating the required "initial" condition for consensus with the true average value [78, 174,
175]. The algorithm starts to work properly with neighbouring measurements after t > τ .
More mathematical developments about this issue were also presented by authors in [175].

Simulations using the previous example are presented next, considering both constant
(step) and time-varing (triangular) values of Pi. The frequency of triangular signals is the
same for all agents, equal to 0.1 [Hz]. The magnitude of Triangular modulation is 10 for
agent # 1, 20 for agent # 2, 30 for agent # 3, 40 for agent # 4 and 50 for agent # 5. The
offsets are different for every agent, and they change over time, simulating "load impacts".
Details of the offset values are summarised in the next table.

Agent 0 < t < 20 20 < t < 40 40 < t < 60 60 < t < 80 80 < t < 100

1 40 100 70 -50 100
2 30 130 130 23 130
3 30 120 90 3 120
4 20 150 120 8 150
5 10 170 140 20 170

Table E.1: Offset values ("load impacts") for simulation.

The results of simulations are shown in Fig. E.1 and Fig. E.2 for the base case without
communication delays using step and triangular signals, respectively, and in Fig. E.3 and
Fig. E.4 for the case with 300 [ms] of constant delays in all of the communication links, with
step and triangular references, respectively.

It can be seen from Fig. E.1b that under the step references, the dynamic average consensus
can successfully achieve consensus when there is no delay in the communications. However,
in Fig. E.3b, the estimated average value is less than half the true average value. A similar
behaviour is observed for the comparison between Fig. E.2b and Fig. E.4b. It is worth also
noting that in the presence of ramp (or triangular) shapes, the dynamic average consensus
presents small deviations between the local estimations of P i, which has already been reported
in [78]. However, despite the small deviations, the average between the estimations P i is still
equal to the true average, at least at the no-delay case (Fig. E.2c).
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Figure E.1: Simulation results using step local values and no delays. (a) Local value of
agents over time. (b) Local estimated average value of agents over time, also including the
true average value. (c) Comparison between true average value and average between the
estimated average values.
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Figure E.2: Simulation results using triangular local values and no delays. (a) Local value
of agents over time. (b) Local estimated average value of agents over time, also including
the true average value. (c) Comparison between true average value and average between the
estimated average values.
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Figure E.3: Simulation results using step local values and delays of 300 [ms]. (a) Local value
of agents over time. (b) Local estimated average value of agents over time, also including
the true average value. (c) Comparison between true average value and average between the
estimated average values.
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Figure E.4: Simulation results using triangular local values and delays of 300 [ms]. (a)
Local value of agents over time. (b) Local estimated average value of agents over time, also
including the true average value. (c) Comparison between true average value and average
between the estimated average values.
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Annex F

Control scheme for distributed
generators

F.1 Distributed cooperative control of DC MGs
This section describes the procedure to obtain a distributed controller for the DC MG that
aims for the economic dispatch of power while coping with fast transient dynamics. This con-
troller performs the control action of tertiary and secondary control levels of the hierarchical
control structure [51].

Design of a distributed finite-time controller for the economic dispatch in DC
MGs

The design begins by choosing a proper control law for the voltage regulation. Based on
(2.2), let us consider the voltage reference for the i-th DG unit represented by:

Eref
i = E∗

DC − nDCPi + nDC
d Ṗi + δE1

i + δE2
i , (F.1)

where E∗
DC is the MG’s nominal voltage and nDC is the droop coefficient. The terms δE1

i

and δE2
i are compensations coming from secondary control that intervene in the voltage

dynamics. By assuming that the converter’s inner dynamic is fast enough (i.e. Ei = Eref
i

where Ei is the converter output voltage) and that there exists a linear relationship between
the converter’s voltage and IC [58, 99], the terms δE1

i and δE2
i of (F.1) can be obtained

by combination of a feedback linearisation and consensus protocols [36, 88]. This procedure
results in the following set of equations:

δĖ1
i = c1

(
E∗

DC − Ei

)
,

Ei = Ei +
∫ t

0

(∑
j∈Ni

aij
(
Ej − Ei

))
dτ ,

(F.2)

δĖ2
i = c2

∑
j∈Ni

aij (λj − λi) , (F.3)
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where λi is the local IC, Ej is the output average voltage from the j-th DG, and {c1, c2} > 0
are local convergence coefficients The term δE1

i is the result of an average voltage observer,
which allow to handle the inherent trade-off between voltage and power regulation [106]. In
steady-state, the MG achieves an average voltage equals to reference E∗

DC. Similarly, the
compensation term δE2

i is obtained from a consensus but of ICs, which ensures the fulfilment
of economic dispatch [63] distributing the power according to the cost coefficients [60]. The
IC is measured locally as (2.9); Lagrange multipliers σ+

i and σ−
i are calculated decentralised

as in [20].

Additionally, in order to improve the convergence, and thus the transient operation of
(F.2)-(F.3), a finite-time protocol is incorporated as in (2.15); A slight modification of the
protocol is used in the voltage observer to reduce steady-state errors, i.e. the sig[·] function
is inside the summation. Also, the protocols are modified with a proportional integral (PI)
structure to correct the tracking error signals from consensus protocols [106], giving the
following equations:

δE1
i = kE

p

(
uE
i

)
+ kE

i

∫ t

0

(
uE
i

)
dτ ,

uE
i = E∗

DC − Ei ,

Ei = Ei +

∫ t

0

(∑
j∈Ni

aij sig
[
Ej − Ei

]ν1)
dτ ,


Average

voltage

regulator

(F.4)

δE2
i = kλ

p (u
λ
i ) + kλ

i

∫ t

0

(uλ
i )dτ ,

uλ
i = cλ sig

[∑
j∈Ni

aij (λj − λi)

]ν2
,


Incremental

cost

regulator

(F.5)

where {kE
p , k

E
i , k

λ
p , k

λ
i } > 0 are parameters of PI controllers, {ν1, ν2} ∈ (0, 1) and cλ > 0 are

convergence speed parameters.

Remark 9 The PI controller structure for the regulators was selected instead of the single
integrator used in DAPI [110] due to its flexibility in the design, which is being able to
achieve fast response with proper damping. However, stability proofs for PI structure are
more complex, and the tuning more challenging because of the number of parameters.
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F.2 Distributed cooperative control of AC MGs
Following the same trend as the design for the DC MG, this section will describe the control
strategy used by the DGs in the AC MG.

Design of a distributed finite-time controller for the economic dispatch of AC
MGs

Conventional frequency and voltage droop equations in (2.1) allow to obtain the control laws
that relate the variables of power with the converter-controlled variables (voltage magnitude
and frequency). In this subsection, droop dynamics for voltage and frequency are proposed
based on distributed control of DGs.

Voltage Loop

Based on the voltage control loop of DC MG, (2.1), [198] and [110], we propose the following
droop dynamics:

Eref
di = E∗

AC − nACQi + nAC
d Q̇i + δE1

i + δE2
i , (F.6)

where Edi is the local voltage in the direct axis of a d-q reference frame, E∗
AC is the MG

reference voltage (assuming a leaderless strategy), and nAC
d is a damping coefficient to improve

transient dynamics. For the voltage loop, similar to the DC MG, the control effort can be
divided into two: compensation for the average voltage (δE1

i ) and for the reactive power
(δE2

i ). As in the DC MG formulation, it is assumed that the converter’s inner dynamic is
fast enough, such that Edi = Eref

di where Edi is the converter output voltage and Eref
di is the

reference of the internal voltage controller. Including a finite-time consensus protocol with a
PI structure results in the following equations:

δE1
i = kE

p

(
uE
i

)
+ kE

i

∫ t

0

(
uE
i

)
dτ ,

uE
i = E∗

AC − Ei ,

Ei = Edi +

∫ t

0

(∑
j∈Ni

aij sig
[
Ej − Ei

]µ1

)
dτ ,


Average

voltage

regulator

(F.7)

δE2
i = kQ

p (u
Q
i ) + kQ

i

∫ t

0

(uQ
i )dτ ,

uQ
i = cQ

∑
j∈Ni

aij

(
Qj

Qmax
j

− Qi

Qmax
i

)
,


Reactive

power

regulator

(F.8)

where Ei and Qi are the local average voltage and reactive powers of the i-th DG, kE
p > 0

and kE
i > 0 are the parameters of a PI controller whose input is uE

i , kQ
p > 0 and kQ

i > 0 are
the parameters of a PI controller whose input is uQ

i , 0 < µ1 < 1 is fractional exponent, and
cQ > 0 is a convergence speed gain.

Remark 10 The use of reactive power-sharing (in this case in secondary control) could be
relaxed (or omitted) to simplify the system’s dynamics [171, 199], reducing prioritising the
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active power-sharing while reducing the coupling with other control loops, like voltage and
frequency restorations.

Frequency Loop

For the frequency loop, based on (2.1), [198] and [110], the following droop dynamics is
proposed:

ωi = ω∗ −mACPi +mAC
d Ṗi + δω1

i + δω2
i , (F.9)

where ωi is the DG’s output frequency, ω∗ is the MG’s frequency reference, and mAC
d is

a damping factor to improve transient dynamics. Also, δω1
i and δω2

i are secondary con-
trol compensations for the frequency restoration and disagreement of IC, respectively. The
compensations δω1

i and δω2
i are obtained by:

δω1
i = cω

∫ t

0

(
(ω∗ − ωi) +

∑
j∈Ni

aij
(
δω1

j − δω1
i

))
,

}
Frequency

regulator
(F.10)

δω2
i = cλ

∫ t

0

sig

(∑
j∈Ni

aij (λj − λi)

)µ2

,


Incremental

cost

regulator

(F.11)

where the parameter 0 < µ2 < 1 is a fractional exponent of the finite-time protocol and
cλ, cω > 0 are convergence coupling gain. The MG’s frequency reference ω∗ can be considered
coming from a DNO as a tertiary control variable, or in a grid-connected application, ω∗ can
be obtained through a PLL applied to the grid side. For simplicity, it is assumed that all
DGs have access to this reference, i.e. a leaderless synchronisation problem is assumed for
the consensus protocols.

F.3 Control strategy and parameters used for DGs in
Chapter 3

The control used for experimental setup of DGs in AC MG: ωAC
c = 6.28, mAC = 2.8x10−3,

mAC
d = 0, µ1=1, µ2=1, cω = 1/0.15, cAC

λ = 0.14, nAC = 1.4x10−2, nAC
d =0, kE

p = 0, kE
i = 47.12,

cQ = 12, kQ
p = 0.05, kQ

i = 1.57. For the DGs in DC MG: ωDC
c =18.85, mDC = 3.0x10−3, ν1=1,

ν2=1, kE
p = 0, kE

i = 4.71 cDC
λ = 400, kλ

p = 0.28, kλ
i = 0.54.

The control used for simulation setup of DGs in AC MG: ωAC
c = 6.28, mAC = 2.8x10−3,

mAC
d = 0, µ1=1, µ2=1, cω = 1/0.15, cAC

λ = 9.8, nAC = 1.4x10−2, nAC
d =0, kE

p = 0.041,
kE
i = 47.12, cQ = 9, kQ

p = 0.075, kQ
i = 1.885. For the DGs in DC MG: ωDC

c =18.85,
mDC = 3.0x10−3, ν1=1, ν2=1, kE

p = 0.75, kE
i = 4.71 cDC

λ = 100, kλ
p = 0.28, kλ

i = 0.54.
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F.4 Control strategy and parameters used for DGs in
Chapter 4

The control used for simulation setup of DGs in AC MG: ωAC
c = 6.28, mAC = 0.94x10−3,

mAC
d = 0.1, µ1=1, µ2=1, cω = 1/0.15, cAC

λ = 0.95, nAC = 1.4x10−2, nAC
d =0.1, kE

p = 2,
kE
i = 37.77, cQ = 8.8, kQ

p = 0.05, kQ
i = 1.04. For the DGs in DC MG: ωDC

c =18.85,
mDC

i = 1.6x10−3 (for DGs 1 and 2) and mDC
i = 1.0x10−3 (for DGs 3, 4 and 5), ν1=1, ν2=1,

kE
p = 0.25, kE

i = 4.71 cDC
λ = 28.8, kλ

p = 0.05, kλ
i = 0.94.

F.5 Control strategy and parameters used for DGs in
Chapter 5

The control used for simulation setup of DGs in AC MG: ωAC
c = 6.28, mAC = 0.94x10−3,

mAC
d = 0.01, µ1=0.5, µ2=0.5, cω = 1/0.15, cAC

λ = 0.95, nAC = 1.4x10−2, nAC
d =0.1, kE

p = 2,
kE
i = 37.77, cQ = 8.8, kQ

p = 0.05, kQ
i = 1.04. For the DGs in DC MG: ωDC

c =18.85,
mDC

i = 1.6x10−3, ν1=0.5, ν2=0.5, kE
p = 0.25, kE

i = 4.71 cDC
λ = 16, kλ

p = 0.05, kλ
i = 0.94.
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Annex G

Experimental set-up

A validation step of the proposed controllers is performed by experimental prototypes at
laboratory level. The prototypes of AC, DC and hybrid AC/DC MGs are being constructed
in the MGs Control Laboratory of the University of Chile [200]. Each experimental set-up
allows to test the efficiency of the proposed controllers under real conditions.

The prototypes’ to be constructed will use racks with the corresponding set-up, i.e. pro-
tection system and interconnections between loads and generators. For implement the gener-
ators, the equipment available in the laboratory corresponds to integrated embedded systems
with power electronics modules constructed and commercialised by Triphase company [201].

Triphase units are a scalable, flexible and open platform for rapid prototyping and power-
hardware-in-the-loop testing of power system applications. Each Triphase unit compounds
an arrangement of converters fed by the main grid including its own measurement and signal
processing system. The units account with an embedded target PC, which has a dedicated
operating system that enables the real time operation. The interface for developing and
running the programs is through Matlab/Simulink ©. The communications between modular
converters and target PCs is performed by optical fibre with a custom communication protocol
(elaborated by the manufacturer).

G.1 Triphase generation units
To feed the rack loads, the converter outputs from Triphase units are used to emulate DGs.
The equipment considered for the development of this thesis are the following.
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(i) Unit PM15I60F06
The unit schematic is shown in Figure G.1. This unit is configured as an AC/DC back-to-back
converter with 1 AC-input and 6 DC-outputs. Its nominal power is 30.0 [kW].

(a) Hardware of PM15I60F06 unit. (b) Schematic of PM15I60F06 unit.

Figure G.1: Triphase unit PM15I60F06.

(ii) Unit PM15I30F60
The hardware and topology of this unit are shown in Figure G.2. This unit will be configured
as an AC/AC back-to-back converter with 1 AC-input and 2 AC-outputs. Its nominal power
is 15.0 [kW].

(a) Hardware of PM15I30F60 unit. (b) Schematic of PM15I30F60 unit.

Figure G.2: Triphase unit PM15I30F60.

179



(iii) Unit PM15F120C
The hardware and topology of this unit are shown in Figure G.3. This unit will be configured
as an AC/AC back-to-back converter with 2 AC-input and 2 AC-outputs. Its nominal power
is 11.5 [kW].

(a) Hardware of PM15F120C unit. (b) Schematic of PM15F120C unit.

Figure G.3: Triphase unit PM15F120C.

(vi) Unit PM5F60R
The hardware and topology of this unit are shown in Figure G.4. This unit will be configured
as an AC/AC back-to-back converter with 1 AC-input and 1 AC-outputs. Its nominal power
is 5.0 [kW].

(a) Hardware of PM5F60R unit. (b) Schematic of PM5F60R unit.

Figure G.4: Triphase unit PM5F60R.
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(v) Unit PM5F42R
The hardware and topology of this unit are shown in Figure G.5. This unit will be configured
as an AC/DC back-to-back converter with 1 DC-input and 1 AC-outputs. Its nominal power
is 5.0 [kW].

(a) Hardware of PM5F42R unit. (b) Schematic of PM5F42R unit.

Figure G.5: Triphase unit PM5F42R.
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G.2 Prototype of DC-MG
The experimental prototype for the DC MG presented in this section was build by the author
of this thesis as part of the subject “ED785-1 Trabajo de Investigación Dirigido”. The set-up
is a rack consisting of trays and rails that contain thermomagnetic switches, line resistors
and inductances, and the MG loads. The experimental set-up and schematic with details
about the implemented elements are shown in Fig. G.6.

(a) Experimental set-up in rack.

Prototipo de Micro-red DC    -     Lab. Control de Micro-redes (U.Chile)
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(b) Schematic of experimental DC MG.

Figure G.6: Built prototype of DC MG used for this thesis.

The prototype considers 6 DG emulated from the Triphase unit PM15I60F06. The commu-
nication is through a fibre optic ring that connects all the Triphase units. The communication
architecture considers a master CPU, in this case of the PM5F60 unit, which receives and
transmits the consensus variables. Inside the software model of the master, the proposed
communication topology is configured.
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G.3 Prototype of AC-MG
The experimental prototype for the AC MG will be based on existing topologies already avail-
able in the MG Control Lab. The basic design consider 5 DGs emulated from the Triphase
units M15I30F60 (2 DGs), PM15F120C (2 DGs) and PM5F60R (1 DG). The experimental
set-up for the AC MG is shown in Fig.G.7

Figure G.7: Prototype of AC MG used for this thesis.
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G.4 Hybrid AC/DC MG prototype
The experimental prototype for the hybrid AC/DC MG considers the combinations of the two
previous developments, AC and DC MG set-ups. To complete the hybrid MG an additional
Triphase unit is considered as an ILC to interfacing both AC and DC sides. The ILC
will be emulated via the Triphase PM5F42R unit, which acts as a grid feeding (current-
source) converter for both sides. For cooperative control of the ILC, it is considered a
communication between two units; The Triphase PM5F60R unit communicates the ILC with
the AC side while the Triphase PM15I60F06 unit communicates the DC side DGs. The
strategy is summarised in Figure G.8

Figure G.8: Diagram of proposed experimental setup for hybrid AC/DC MG.
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